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Thus shall ye think of all this fleeting world:
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FOREWORD

Maps of Time unites natural history and human history in a single, grand,

and intelligible narrative. This is a great achievement, analogous to the way
in which Isaac Newton in the seventeenth century united the heavens and

the earth under uniform laws of motion; it is even more closely compara-

ble to Darwin's nineteenth-century achievement of uniting the human
species and other forms of life within a single evolutionary process.

The natural history that David Christian deals with in the first chapters

of this book is itself radically extended and transformed from the natural

history of earlier ages. It starts with the big bang some 13 billion years ago,

when, according to twentieth-century cosmologists, the universe we inhabit

began to expand and transform itself. Processes thereby inaugurated are still

in course, as time and space (perhaps) began, allowing matter and energy to

separate from one another and distribute themselves throughout space in

different densities and with different rates of energy flows in response to a

variety of strong and weak forces. Matter, gathering into local clots under

the influence of gravity, became radiant stars, clustered into galaxies. New
complexities, new flows of energy arose around such structures. Then, some

4.6 million years ago, around one star, our sun, planet Earth formed and

soon became the seat of still more complicated processes, including life in

all its forms. Humankind added yet another level of behavior a mere

250,000 years ago, when our use of language and other symbols began to in-

troduce a new capacity for what Christian calls "collective learning." This

in turn made human societies uniquely capable of concerting common effort

so as to alter and sporadically expand widely varying niches in the ecosys-

tem around each of them and, by now, surround us all in the single, global

system.

XV
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The human history that Christian thus fits into the recently elaborated

natural history of the universe is also an intellectual creation of the twen-
tieth century. For while the efforts of physicists, cosmologists, geologists,

and biologists were making the natural sciences historical, anthropologists,

archaeologists, historians, and sociologists were busy enlarging knowledge
about the human career on earth. They extended it back in time and expanded

it pretty well across the face of the earth to embrace foragers, early farmers,

and other peoples who left no written records and had therefore been ex-

cluded from document-based "scientific" history in the nineteenth century.

Most historians, of course, paid no attention to "prehistory," or to the

lives of illiterate peoples, busy as they were with their own professional de-

bates. Across the twentieth century, those debates, and the study of abun-
dant Eurasian and a few African and Amerindian texts, added substantially

to the sum of historical information and to the scope of our ideas about the

accomplishments of the urbanized, literate, and civilized peoples of the earth.

A few world historians, like myself, tried to weave those researches together

into a more adequate portrait of humanity's career as a whole; and some
also explored the ecological impact of human activity. I even wrote a pro-

grammatic essay, "History and the Scientific Worldview" (History and The-

ory 37, no. 1 [1998]: 1-13), describing what had happened to the natural sci-

ences and challenging historians to generalize boldly enough to connect their

discipline with the historicization of the natural sciences that had taken place

behind our backs. Several scholars are, in fact, working toward that end, but

only when I began to correspond with David Christian did I discover a his-

torian who was already writing such a work.

The truly astounding dimension of Christian's accomplishment is that

he finds similar patterns of transformation at every level. Here, for exam-
ple, is what he says about stars and cities:

In the early universe, gravity took hold of atoms and sculpted them
into stars and galaxies. In the era described in this chapter, we will

see how, by a sort of social gravity, cities and states were sculpted from
scattered communities of farmers. As farming populations gathered in

larger and denser communities, interactions between different groups
increased and the social pressure rose until, in a striking parallel with
star formation, new structures suddenly appeared, together with a new
level of complexity. Like stars, cities and states reorganize and energize

the smaller objects within their gravitational field, (p. 245)

Or weigh the words with which he closes this extraordinary book:

Being complex creatures ourselves, we know from personal experience
how hard it is to climb the down escalator, to work against the universal
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slide into disorder, so we are inevitably fascinated by other entities

that appear to do the same thing. Thus this theme—the achievement

of order despite, or perhaps with the aid of, the second law of thermo-

dynamics—is woven through all parts of the story told here. The
endless waltz of chaos and complexity provides one of this book's

unifying ideas, (p. 511)

I venture to say that Christian's discovery of order amid "the endless waltz

of chaos and complexity" is not just one among other unifying themes, but

the supreme achievement of this work.

Here, then, is a historical and intellectual masterpiece: clear, coherent, eru-

dite, elegant, venturesome, and concise. It offers his readers a magnificent

synthesis of what scholars and scientists have learned about the world

around us in the past hundred years, showing how strangely, yet profoundly,

human societies remain a part of nature, properly at home in the universe

despite our extraordinary powers, unique self-consciousness, and inex-

haustible capacity for collective learning.

Perhaps I should conclude this introduction with a few words about who
David Christian is. First of all, he has an international identity, being the

son of an English father and an American mother who met and married in

Izmir, Turkey. His mother, however, returned to Brooklyn, New York, for

the birth of her son in 1946, while her husband, after discharge from his

wartime duties in the British army, joined the colonial service and became

a district officer in Nigeria. His wife quickly joined him there, so David's

childhood was spend up-country in Nigeria until, at age 7, he went away to

boarding school in England. Then, in due course, he went up to Oxford, get-

ting a B.A. in modern history in 1968. (At Oxford this means mastering

isolated segments from the history of England since Roman times along with

a scattering of other fields in European history and even a few decades sliced

from the American past: the very antithesis of "big history.",} For the next

two years, he took a job as a tutor at the University of Western Ontario in

Canada, and earned an M.A. degree there. By then he had decided to spe-

cialize in Russian history and returned to Oxford, where a thesis on ad-

ministrative reforms under Tsar Alexander I won him a D.Phil. in 1974. Like

his father, he married an American wife; they have two children.

Between 1975 and 2000 he taught Russian history at Macquarie Uni-

versity in Sydney, Australia, along with other courses in Russian literature

and European history. Influenced by the Annales school in France, his in-

terests shifted to everyday aspects of Russian lives. Two books resulted, both

dealing with what Russians put into their mouths: Bread and Salt: A Social
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and Economic History of Food and Drink in Russia (1985, coauthored with

R. E. F. Smith) and Living Water: Vodka and Russian Society on the Eve of

Emancipation (1990). These books soon attracted invitations to write more
general works: first Power and Privilege: Russia and the Soviet Union in

the Nineteenth and Twentieth Centuries (1986), then A History of Russia,

Central Asia, and Mongolia, volume 1, Inner Eurasia from Prehistory to

the Mongol Empire (1998).

The broad geographical and temporal sweep of the last of these books al-

ready reflected a teaching venture he launched in 1989 when, in the course

of a discussion about what sort of introduction to history the department

at Macquarie ought to provide for its students, David Christian blurted out

something like "Why not start at the beginning?" and promptly found him-

self invited to show his colleagues what that might mean. Unlike every other

historian who ever tried to teach human history on a world scale, Christian

decided to begin with the universe itself; and with help from colleagues in

other departments of the university, who lectured on their own scientific

specialties, he staggered through the first year of what he jestingly chose to

call "big history."

From the start, big history attracted a large and what soon became an en-

thusiastic student following. But his most responsive professional audience

first arose in the Netherlands and in the United States, where news of what

David Christian was doing persuaded a handful of venturesome teachers to

launch parallel courses. The World History Association as well as the Amer-
ican Historical Association took note by devoting a session to big history at

their annual meetings in 1998. Three years later David Christian decided to

accept an invitation to come to San Diego State University and bring big

history with him.

Other professional interests remain active. A second volume of his His-

tory of Russia, Central Asia, and Mongolia is in the works; so is an account

of the Russian campaign to ban alcohol that peaked in the early 1920s. In

his spare time David Christian has also written several important articles

on scale in the study of history and a variety of other subjects. He is, in short,

a historian of altogether unusual energy, daring, and accomplishment.

You, who are about to peruse this book, have a great experience before

you. Read on, wonder, and admire.

William H. McNeill

22 October 2002
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INTRODUCTION

A MODERN CREATION MYTH?

"BIG HISTORY": LOOKING AT THE PAST ON ALL TIMESCALES

[T]he way to study history is to view it as a long duration, as what
I have called the longue duree. It is not the only way, but it is one
which by itself can pose all the great problems of social structures,

past and present. It is the only language binding history to the

present, creating one indivisible whole.

Universal history comprehends the past life of mankind, not in its

particular relations and trends, but in its fullness and totality.

A Moment's Halt—a momentary taste

Of Being from the Well amid the Waste

—

And Lo!—the phantom Caravan has reached

The Nothing it set out from—Oh, make haste!

Like merchants in a huge desert caravan, we need to know where we are go-

ing, where we have come from, and in whose company we are traveling.

Modern science tells us that the caravan is vast and varied, and our fellow

travelers include numerous exotic creatures, from quarks to galaxies. We
also know a lot about where the journey started and where it is headed. In

these ways, modern science can help us answer some of the deepest ques-

tions we can ask concerning our own existence, and that of the universe

through which we travel. It can help us draw the line we all must draw be-

tween the personal and the universal.

"Who am I? Where do I belong? What is the totality of which I am a

part?" In some form, all human communities have asked these questions.

And in most human societies, educational systems, formal and informal, have

tried to answer them. Often, the answers have been embedded in cycles of
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creation myths. By offering memorable and authoritative accounts of how
everything began—from our own communities, to the animals, plants, and
landscapes around us, to the earth, the Moon and skies, and even the uni-

verse itself—creation myths provide universal coordinates within which
people can imagine their own existence and find a role in the larger scheme
of things. Creation myths are powerful because they speak to our deep spir-

itual, psychic, and social need for a sense of place and a sense of belonging.

Because they provide so fundamental a sense of orientation, they are often

integrated into religious thinking at the deepest levels, as the Genesis story

is within the Judeo-Christian-Islamic tradition. It is one of the many odd
features of modern society that despite having access to more hard infor-

mation than any earlier society, those in modern educational systems do
not normally teach such a story. Instead, from schools to universities to re-

search institutes, we teach about origins in disconnected fragments.We seem
incapable of offering a unified account of how things came to be the way
they are.

I have written this book in the belief that such intellectual modesty is

unnecessary and harmful. It is unnecessary because the elements of a mod-
ern creation myth are all around us. It is harmful because it contributes to

the subtle but pervasive quality of disorientation in modern life that the pi-

oneering French sociologist Emile Durkheim referred to as "anomie": the

sense of not fitting in, which is an inescapable condition of those who have

no conception of what it is they are supposed to fit into.

Maps of Time attempts to assemble a coherent and accessible account of

origins, a modern creation myth. It began as a series of lectures in an ex-

perimental history course taught at Macquarie University in Sydney. The
idea of that course was to see if it was possible, even in the modern world,

to tell a coherent story about the past on many different scales, beginning,

literally, with the origins of the universe and ending in the present day. Each

scale, I hoped, would add something new to the total picture and make it

easier to understand all the other scales. Given the conventions of the mod-
ern history profession, this was an extremely presumptuous idea. But it

turned out to be surprisingly doable, and even more interesting than I had
originally supposed. Part of the task of my introduction will be to justify

this distinctive way of thinking and teaching about the past.

I began teaching "big history" in 1989; two years later I published an es-

say in which I attempted a formal defense of this approach. 1 Though aware
of the oddity of the project, those of us trying to teach big history were soon

convinced that these large questions made for interesting classes and en-

couraged fruitful thinking about the nature of history. Teaching this large
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story persuaded us that beneath the awesome diversity and complexity of

modern knowledge, there is an underlying unity and coherence, ensuring

that different timescales really do have something to say to each other. Taken

together, these stories have all the power and richness of a traditional cycle

of creation myths. They constitute what indigenous Australians might call

a modern "Dreaming"—a coherent account ofhow we were created and how
we fit into the scheme of things.

We found something else that most premodern societies have known:

there is an astonishing power to any story that attempts to grasp reality

whole. This power is quite independent of the success or failure of any par-

ticular attempt; the project itself is powerful, and fulfills deep needs. Trying

to look at the whole of the past is, it seems to me, like using a map of the

world. No geographer would try to teach exclusively from street maps. Yet

most historians teach about the past of particular nations, or even of agrar-

ian civilizations, without ever asking what the whole of the past looks like.

So what is the temporal equivalent of the world map? Is there a map of time

that embraces the past at all scales?

This is a good moment to raise such questions, because there is a grow-

ing sense, across many scholarly disciplines, that we need to move beyond

the fragmented account of reality that has dominated scholarship (and served

it well
)
for a century. Scientists have moved fastest in this direction. The

success of Stephen Hawking's A Brief History of Time (1988) also shows

the great popular interest in trying to understand reality whole. In Hawk-
ing's own field, cosmology, the idea of a "grand unified theory" once seemed

ridiculously overambitious. Now it is taken for granted. Biology and geol-

ogy have also moved toward more unified accounts of their subject matter,

with the consolidation, since the 1960s, of modern paradigms of evolution

and plate tectonics. 2

Scholars at the Santa Fe Institute in the United States have been explor-

ing such interconnections for many years. An associate of the institute, the

Nobel Prize-winning physicist Murray Gell-Mann, has eloquently stated

the arguments for a more unified account of reality as they appear to a

physicist.

We live in an age of increasing specialization, and for good reason.

Humanity keeps learning more about each field of study; and as every

specialty grows, it tends to split into subspecialties. That process hap-

pens over and over again, and it is necessary and desirable. However,

there is also a growing need for specialization to be supplemented by
integration. The reason is that no complex, nonlinear system can be

adequately described by dividing it up into subsystems or into various
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aspects, defined beforehand. If those subsystems or those aspects, all in

strong interaction with one another, are studied separately, even with
great care, the results, when put together, do not give a useful picture

of the whole. In that sense, there is profound truth in the old adage,

"The whole is more than the sum of its parts."

People must therefore get away from the idea that serious work
is restricted to beating to death a well-defined problem in a narrow
discipline, while broadly integrative thinking is relegated to cocktail

parties. In academic life, in bureaucracies, and elsewhere, the task of

integration is insufficiently respected.

At the Santa Fe Institute, he adds, "People are found who have the courage
to take a crude look at the whole in addition to studying the behavior of

parts of a system in the traditional way." 3

Should historians look for a similar unifying structure, perhaps a "grand
unified story" that can summarize the best modern knowledge about ori-

gins from a historian's perspective? The rise of the new subdiscipline of world
history is a sign that many historians also feel the need for a more coher-

ent vision of their subject. Big history is a response to this need. In the late

1980s, John Mears, at Southern Methodist University (in Dallas, Texas), be-

gan teaching a history course on the largest possible scales at about the same
time as I did. And since then, a number of other universities have offered

similar courses—in Melbourne, Canberra, and Perth in Australia; in Am-
sterdam; and also in Santa Cruz in the United States. Fred Spier, from the

University of Amsterdam, has gone one step further and written the first

book on big history. In it, he offers an ambitious defense of the project of

constructing a unified account of the past at all scales.
4

Meanwhile, there is a growing sense among scholars in many fields that

we may be close to a grand unification of knowledge. The biologist E. O. Wil-
son has argued that we need to start exploring the links between different

domains of knowledge, from cosmology to ethics. 5 The world historian Wil-
liam McNeill has written:

Human beings, it appears, do indeed belong in the universe and share
its unstable, evolving character. ... [W] hat happens among human
beings and what happens among the stars looks to be part of a grand,
evolving story featuring spontaneous emergence of complexity that

generates new sorts of behavior at every level of organization from the
minutest quarks and leptons to the galaxies, from long carbon chains
to living organisms and the biosphere, and from the biosphere to the
symbolic universes of meaning within which human beings live and
labor, singly and in concert, trying always to get more of what we want
and need from the world around us.

6
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I intend this book to contribute to the larger project of constructing a

more unified vision of history and of knowledge in general. I am well aware

of the difficulties of that project. But I am sure that it is both doable and im-

portant, so it is worth attempting in the hope that others may eventually

do it better. I am also convinced that a modern creation myth will turn out

to be as rich and as beautiful as the creation myths of all earlier communi-

ties; it is a story that deserves telling even if the telling is imperfect.

STRUCTURE AND ORGANIZATION

utterly impossible as are all these events they are probably as like

those which may have taken place as any others which never took

person at all are ever likely to be

If the Eiffel Tower were now representing the world's age, the skin

of paint on the pinnacle-knob at its summit would represent man's

share of that age; and anybody would perceive that that skin was

what the tower was built for. I reckon they would, I dunno.

Erwin Schrodinger, one of the pioneers of quantum physics, described the

difficulties of constructing a more unified vision of knowledge in the preface

to a book he wrote on a biological topic—the origins of life. His preface also

offers the best justification I know for presuming to undertake such a project.

We have inherited from our forefathers the keen longing for unified,

all-embracing knowledge. The very name given to the highest institu-

tions of learning reminds us, that from antiquity and throughout many
centuries the universal aspect has been the only one to be given full

credit. But the spread, both in width and depth, of the multifarious

branches of knowledge during the last hundred odd years has con-

fronted us with a queer dilemma. We feel clearly that we are only

now beginning to acquire reliable material for welding together the

sum total of all that is known into a whole; but, on the other hand,

it has become next to impossible for a single mind fully to command
more than a small specialized portion of it.

I can see no other escape from this dilemma (lest our true aim be

lost forever) than that some of us should venture to embark on a syn-

thesis of facts and theories, albeit with second-hand and incomplete

knowledge of some of them—and at the risking of making fools of

ourselves.

So much for my apology.

7

Some of the most daunting problems posed by big history are organiza-

tional. What shape will a modern creation myth take? From what stand-

point should it be written? What objects will take center stage? What time-

scales will dominate?
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A modern creation myth will not and cannot hope to be "neutral." Mod-
em knowledge offers no omniscient "knower," no neutral observation

point from which all objects, from quarks to humans to galaxies, have equal

significance. We cannot be everywhere at once. So the very idea of knowl-
edge from no particular point of view is senseless. (Technically, this state-

ment reflects a philosophical position, associated with Nietzsche, known as

perspectivism.) In any case, what use could such knowledge have? All knowl-
edge arises from a relationship between a knower and an object of knowledge.
And knowers expect to put knowledge to some use.

Creation stories, too, arise from a relationship between particular human
communities and the universe as these communities imagine it. They offer

answers to universal questions at many different scales, which is why they
sometimes appear to have a nested structure similar to a Russian matryoshka
doll—or to the Ptolemaic vision of the universe, with its many concentric

shells. At the center are those trying to understand. At the outer edge is a

totality of some kind: a universe or a deity. In between are entities that ex-

ist at different chronological, spatial, and mythic scales. It is thus the ques-
tions we ask that dictate the general shape of all creation myths. And be-

cause we are humans, humans are guaranteed to occupy more space in a

creation myth than they do in the universe as a whole. A creation myth al-

ways belongs to someone; and the story recounted in this book is the cre-

ation myth of modern human beings, educated in the scientific traditions

of the modern world. (Curiously, this means that the narrative structure of

the modern creation myth, like all creation myths, may appear pre-Coper-
nican, despite its definitely posf-Copernican content.)

Though its scope is vast, Maps of Time aims at not overwhelming the
reader with detail. I have tried (without complete success) to stop the book
from growing too large, in the hope that the details will not obscure the larger

picture. Those with a particular interest in any one part of this story will

have no difficulty finding out more, and the brief guides to further reading
at the end of each chapter provide some starting points.

The exact balance of topics and themes in this book reflects the fact that

this is an attempt at big history from a historian's perspective, not that of
an astronomer, a geologist, or a biologist. (Some alternative approaches to

big history are listed at the end of this introduction.) This means that hu-
man societies loom larger than they do in, for example, Stephen Hawking's
books, or in Preston Cloud's Cosmos, Earth, and Man (1978). Nevertheless,

the first five chapters cover topics that normally fall within the sciences of

cosmology, geology, and biology. They discuss the origins and evolution of
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the universe, of galaxies and stars, of the solar system and the earth, and of

life on earth. The rest of the book surveys the history of our own species

and its relationship to the earth and to other species. Chapters 6 and 7 dis-

cuss the origins of human beings and the nature of the earliest human so-

cieties. They attempt to identify what is distinctive about human history,

and what distinguishes humans from other organisms inhabiting this earth.

Chapter 8 examines the earliest agrarian societies, which existed without cities

or states. With the emergence of agriculture, about 10,000 years ago, humans
began for the first time to live in dense communities, in which exchanges of

information and goods became more intensive than ever before. Chapters 9
and 10 describe the emergence and evolution of cities, of states, and of agrar-

ian civilizations. Chapters 11 to 14 try to construct a coherent interpretation

of the modern world and its origins. Finally, chapter 15 looks to the future.

Big history is inevitably concerned with large trends, and these do not stop

suddenly in the present moment. So a large view of the past inevitably raises

questions about the future, and at least some answers are available, both for

the near future (say, the next 100 years), and the remote future (the next

few billion years). Raising such questions should be a vital part of modern
education, for our assessments of the future will affect decisions taken to-

day; these, in turn, may shape the world inhabited by our own children and

grandchildren. They will not thank us if we take such tasks lightly.

A second organizational difficulty is thematic. It may seem there can be

little coherence in a narrative that spans so many different scholarly disci-

plines. But there are phenomena that cross all scales. Above all, it turns out

that the main actors are similar. At every level, we will be interested in or-

dered entities, from molecules to microbes to human societies to large chains

of galaxies. Explaining how such things can exist, how they are born, how
they evolve, and how, eventually, they perish is the stuff of history at all

scales. Of course, each scale also has its own rules—chemical in the case of

molecules, biological in the case of microbes—but the surprise is that some
underlying principles of change may be universal. This is why Fred Spier

has argued that at a fundamental level, big history is about "regimes." It is

about the fragile ordered patterns that appear at all scales, and the ways in

which they change. 8 So a central theme of big history is how the rules of

change vary at different scales, despite some fundamental similarities in the

nature of all change. Human history is different from cosmological history;

but it is not totally different. I discuss some of the general principles of

change in appendix 2, but the book as a whole will explore some of the dif-

ferent rules of change that appear at different scales.
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FOR AND AGAINST BIG HISTORY

Specialists in many fields, from geology to archaeology and prehistory, will

find it quite natural to look at the past on very large scales. But not every-

one will be persuaded that big history is worth doing. Particularly to pro-

fessional historians, the idea of exploring the past on such huge timescales

can seem overambitious and perhaps simply impossible, a diversion from

the real tasks of historical scholarship. In the last part of this introduction,

I will respond to four main reservations that I have encountered.

The first is common, particularly among professional historians. It is that

on large scales, history must thin out. It must lose detail, texture, particu-

larity, and substance. Eventually, it must become vacuous. To be sure, on large

scales, themes and problems familiar to professional historians may vanish,

just as the details of a familiar landscape may disappear as one looks down
from an airplane as it climbs. In a big history course, the French Revolution

may get no more than a passing mention. But there are compensations. As
the frame through which we view the past widens, features of the histori-

cal landscape that were once too large to fit in can be seen whole. We can

begin to see the continents and oceans of the past, as well as the villages and

roadways of national and regional histories. Frames of any kind exclude more
than they reveal. And this is particularly true of the conventional time

frames of modern historiography, which normally extend from a few years

to a few centuries. Perhaps the most astonishing thing the conventional

frames hide is humanity itself. Even on time frames of several thousand

years, it is difficult to ask questions about the broader significance of hu-

man history within an evolving biosphere. Yet in a world with nuclear

weapons and ecological problems that cross all national borders, we des-

perately need to see humanity as a whole. Accounts of the past that focus

primarily on the divisions between nations, religions, and cultures are be-

ginning to look parochial and anachronistic—even dangerous. So, it is not

true that history becomes vacuous at large scales. Familiar objects may van-

ish, but new and important objects and problems come into view. And their

presence can only enrich the discipline.

A second possible objection is that to write big history, historians will

have to move beyond the boundaries of the discipline. Of course, this is true.

Synoptic studies like this book are risky because the author depends on sec-

ondary sources and on other synoptic studies. As a result, there will in-

evitably be blunders and misunderstandings: error is built into the project.

Indeed, it is part of the process of learning. To understand your own coun-

try, you must travel beyond its borders at least once in your life. You will
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not understand everything you see; but you may begin to see your own
country in a new light. The same is true of history. To understand what is

distinctive about human history, we must have some idea of how a biolo-

gist or a geologist might approach the subject. We cannot become biologists

or geologists, and our understanding of these fields will have its limits; but

we do have to use as skillfully as we can the expertise of specialists in other

fields. And we have much to learn from their different perspectives on the

past. Excessive respect for disciplinary boundaries has hidden many possi-

bilities for intellectual synergy between disciplines. I will argue, for exam-

ple, that we need the vision of a biologist to see what is truly distinctive

about our type of animal, Homo sapiens.

Third, it may be objected that big history proposes to create a new
"grand narrative" just when we have learned the futility, even the danger,

of grand narratives. Will not a big history metanarrative crowd out alter-

native histories—of minorities, of regions, of particular nations or ethnic

groups ?
9 Perhaps a fragmented vision of the past (a "jeweler's-eye" view,

in the phrase used by the anthropologists George Marcus and Michael Fis-

cher) is the only one that can do real justice to the richness of human ex-

perience .

10 Natalie Zemon Davis makes the point well:

The question remains whether a single master narrative is an adequate

goal for global history. I think not. Master narratives are especially vul-

nerable to be taken over by patterns characteristic of the historian's

time and place, however useful they may be for accounting for some
of the historical evidence. If a new decentred global history is discover-

ing important alternative historical paths and trajectories, then it might
also do well to let its big stories be alternate or multiple. The challenge

for global history is to place these narratives creatively within an inter-

active frame .

11

Once again, the charge is at least partly true. Narratives of some kind

seem unavoidable when looking at the past on large scales, and they will

certainly be shaped by contemporary concerns. Nevertheless, it is a mis-

take for historians to shun these large narratives, however grand they may
seem. Like it or not, people will look for, and find, large stories, because they

can provide a sense of meaning. As William Cronon has written of envi-

ronmental history: "When we describe human activities within an ecosys-

tem, we seem always to tell stories about them. Like all historians, we con-

figure the events of the past into causal sequences—stories—that order

and simplify those events to give them new meanings. We do so because

narrative is the chief literary form that tries to find meaning in an over-

whelmingly crowded and disordered chronological reality." 12 If paid intel-
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lectuals are too finicky to shape these stories, they will flourish all the same;

but the intellectuals will be ignored and will eventually disenfranchise

themselves. This is an abdication of responsibility, particularly as intellec-

tuals have played such a crucial role in creating many of today's metanar-

ratives. Metanarratives exist, they are powerful, and they are potent. We
may be able to domesticate them; but we will never eradicate them. Be-

sides, while grand narratives are powerful, subliminal grand narratives can

be even more powerful. Yet a "modern creation myth" already exists just

below the surface of modern knowledge. It exists in the dangerous form of

poorly articulated and poorly understood fragments of modern knowledge
that have undermined traditional accounts of reality without being inte-

grated into a new vision of reality. Only when a modern creation myth has

been teased out into a coherent story will it really be possible to take the

next step: of criticizing it, deconstructing it, and perhaps improving it. In

history as in building, construction must precede deconstruction. We must
see the modern creation myth before we can criticize it. And we must ar-

ticulate it before we can see it. Ernest Gellner made this point well in the

introduction to his attempt at a synoptic view of history. Plough, Sword,

and Book (1991):

The aim of the present volume is simple. It is to spell out, in the

sharpest and perhaps exaggerated outline, a vision of human history

which has been assuming shape of late, but which has not yet been
properly codified. The attempt to bring it to the surface is not made
because the author has any illusions about knowing it to be true: he
does not. Definitive and final truth is not granted to theories in general.

In particular, it is unlikely to attach to theories covering an infinite di-

versity of extremely complex facts, well beyond the reach of any one
scholar. The vision is formulated in the hope that its clear and forceful

statement will make possible its critical examination. 13

Besides, a "grand narrative" of the kind offered in this book may prove

surprisingly capacious. In the global "truth" market of the twenty-first cen-

tury, all narratives face stiff competition. The many detailed stories of the

past already taught in our schools and universities ensure that a modern
creation myth will emerge not as a single monolithic story but rather as a

large and ramshackle cycle of stories, each of which can be told in many ways
and with many variants. Indeed, it may turn out that the very large narra-

tives create more space for alternative accounts of the past that struggle to

survive within existing (and less ample) history syllabi. As Patrick O'Brien

has written, "Hopefully as more historians risk writing on a global scale,

the field will achieve a reputation and produce competing metanarratives to
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which the overwhelming flow of parish, regional and national histories could

be reconnected ." 14

The fourth objection is closely related to the third: is not a narrative on

this huge scale bound to make exaggerated truth claims? I have found in

teaching big history that students struggle to find a balance between two

extreme positions. On the one hand, they are tempted to suppose that a mod-

ern, "scientific" account of origins is true, while all earlier accounts were

more or less false. On the other hand, faced with some of the uncertainties

of modern accounts of the past, they may be tempted to think that this is

"just one more story."

Thinking of a big history narrative as a modern creation myth is a good

way of helping students to find the epistemological point of balance be-

tween these extremes. For it is a reminder, first, that all accounts of real-

ity are provisional. Many of the stories we tell today will seem quaint and

childish in a few centuries, just as many elements of traditional creation

myths seem naive today. But by acknowledging this, we do not commit

ourselves to a nihilistic relativism. All knowledge systems, from modern

science to those embedded in the most ancient of creation myths, can be

thought of as maps of reality. They are never just true or false. Perfect de-

scriptions of reality are unattainable, unnecessary, and too costly for learn-

ing organisms, including humans. But workable descriptions are indis-

pensable. So knowledge systems, like maps, are a complex blend of realism,

flexibility, usefulness, and inspiration. They must offer a description of re-

ality that conforms in some degree to commonsense experience. But that

description must also be useful. It must help solve the problems that need

to be solved by each community, whether these be spiritual, psychologi-

cal, political, or mechanical .

15

In their day, all creation myths offered workable maps of reality, and that

is why they were believed. They made sense of what people knew. They con-

tained much good, empirical knowledge; and their large structures helped

people place themselves within a wider reality. But each map had to build

on the knowledge and fulfill the needs of a particular society. And that is

why they don't necessarily count as "true" outside their home environ-

ments. A modern creation myth need not apologize for being equally

parochial. It must start with modern knowledge and modern questions, be-

cause it is designed for people who live in the modem world. We need to

try to understand our universe even if we can be certain that our attempts

can never fully succeed. So, the strongest claim we can make about the truth

of a modern creation myth is that it offers a unified account of origins from

the perspective of the early twenty-first century.
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FURTHER READING ON BIG HISTORY

Listed below are a number of works in English that explore the past on scales

larger than those of world history, or try to see human history in its wider

context, or provide methodological frameworks for such attempts. This is a

wide definition of "big history," and there are doubtless many other works
that could be included under it. The authors come from many different fields,

and the books vary greatly in approach and quality, so there is plenty of

room for argument as to which do and which do not really count as big his-

tory books. This preliminary bibliography is based on a list first compiled

by Fred Spier. It excludes books so technical that they cannot possibly be of

use to historians or general readers. It also excludes a vast number of books
that operate at large scales, and have much to offer historians, but do not

try to move across multiple timescales.
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the Universe. New York: Walker, 1987.
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and Windus, 1983.
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bridge, Mass.: Harvard University Press, 2001.

. The Life Era: Cosmic Selection and Conscious Evolution. New York:
W. W. Norton, 1987.

. Universe:An Evolutionary Approach to Astronomy. Englewood Cliffs,

N.J.: Prentice-Hall, 1988.
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Haven: Yale University Press, 1978.
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Cambridge: Cambridge University Press, 1986.
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of Life and Intelligence. Cambridge: Cambridge University Press, 1998.
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Emiliani, Cesare. Planet Earth: Cosmology, Geology, and the Evolution of Life

and Environment. Cambridge: Cambridge University Press, 1992.
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win. London: Jonathan Cape, 1996. [The U.S. edition is titled Full House.]

. Wonderful Life: The Burgess Shale and the Nature of History. London:

Hutchinson, 1989.
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1981.
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Maynard Smith, John, and Eors Szathmary. The Origins of Life: From the Birth

of Life to the Origins of Language. Oxford: Oxford University Press, 1999.
McNeill, J. R., and William H. McNeill. The Human Web:A Bird's-Eye View of

World History. New York: W. W. Norton, 2003.
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THE FIRST 300,000 YEARS

ORIGINS OF THE UNIVERSE, TIME, AND SPACE

Viola: What country, friends, is this?

Captain: This is Illyria, lady.

THE PROBLEM OF BEGINNINGS

How did everything begin? This is the first question faced by any creation

myth and, despite the achievements of modern cosmology, answering it

remains tricky.

At the very beginning, all explanations face the same problem: how can

something come out of nothing? The problem is general, for beginnings are

inexplicable. At the smallest scales, subatomic particles sometimes emerge

instantaneously from nothingness. One moment there is nothing; the next

moment there is something. There is no in-between state. Quantum physics

can analyze these odd jumps into and out of existence with great precision,

but it cannot explain them in ways that make sense at the human level. These

paradoxes are captured beautifully in a modern Australian Aboriginal say-

ing: "Nothing is nothing ." 1

Awareness of the difficulty of explaining origins is as old as myth. The

following passage poses these questions with great sophistication and a sur-

prisingly modern skepticism. It comes from one of the ancient Indian

hymns known as the Rig-Veda, and was probably composed ca. 1200 bce .

It describes a pre-creation realm that was not really present, but was not

entirely absent either.

There was neither non-existence nor existence then; there was neither

the realm of space nor the sky which is beyond. What stirred?

Where? In whose protection? Was there water, bottomlessly deep?

There was neither death nor immortality then. There was no distin-

guishing sign of night nor of day. That one breathed, windless,

by its own impulse. Other than that there was nothing beyond. . .

.

17
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Was there below? Was there above? There were seed-placers; there were
powers. There was impulse beneath; there was giving-forth above.

Who really knows? Who will here proclaim it? Whence was it produced?
Whence is this creation? The gods came afterwards, with the creation
of this universe. Who then knows whence it has arisen?

Whence this creation has arisen—perhaps it formed itself, or perhaps it

did not—the one who looks down on it, in the highest heaven, only
he knows—or perhaps he does not know.

2

Here we have a hint that there was, first, a sort of potent nothingness—
waiting, like clay in a potter's yard, to be formed into something. This is

very much how modern nuclear physics views the idea of a vacuum: it is

empty but can nevertheless have shape and structure, and (as has been
proved in experiments with particle accelerators) "things" and "energies"
can pop out of the emptiness.

Perhaps there was a potter (or potters) waiting to shape the vacuum. And
perhaps the potter and the clay were somehow identical. According to the
Popol Vuh, or Council Book, a sixteenth-century Mayan manuscript,
"Whatever might be is simply not there: only murmurs, ripples, in the dark,
in the night. Only the Maker, Modeler alone, Sovereign Plumed Serpent,
the Bearers, Begetters are in the water, a glittering light. They are there, they
are enclosed in quetzal feathers, in blue-green ." 3 But where did the Maker
come from? Each beginning seems to presuppose an earlier beginning. In

monotheistic religions, such as Christianity or Islam, the problem arises as
soon as you ask, How was God created? Instead of meeting a single start-

ing point, we encounter an infinity of them, each of which poses the same
problem.

There are no entirely satisfactory solutions to this dilemma. What we have
to find is not a solution but some way of dealing with the mystery, some
way of "pointing at the moon," in the Zen metaphor. And we have to do so
using words. Yet the words we reach for, from God to gravity, are inadequate
to the task. So we have to use language poetically or symbolically; and such
language, whether used by a scientist, a poet, or a shaman, can easily be mis-
understood. A French anthropologist, Marcel Griaule, once questioned a Do-
gon wise man, Ogotemmeli, about a mythic detail according to which many
animals were crowded together onto a single, small step ( like the animals in

Noah's ark). Ogotemmeli replied, with some irritation: "All of this has to be
said in words, but everything on the step is a symbol Any number of
symbols could find room on a one-cubit step." The word translated here as

"symbol" could also be translated as "word of this lower world ." 4 At the
very beginning of things, language itself threatens to break down.
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One of the trickiest problems concerns time. Was there a "time" when
there was no time? Is time a product of our imagination ?

5 In some systems

of thought, time does not really exist. Places become the source of every-

thing significant, and the paradoxes of creation take different forms .

6 But

for communities that see time as central, there is no way of avoiding the

paradox of origins. The following is an Islamic summary of a Zoroastrian

attempt to deal with these riddles. In it, the creator is an unchanging entity

called Time, who creates a universe of change. It is dominated by two op-

posite principles, those of the gods Ohrmazd and Ahriman.

Except Time all other things are created. Time is the creator; and Time
has no limit, neither top nor bottom. It has always been and shall be

for evermore. No sensible person will say whence Time has come. In

spite of all the grandeur that surrounded it, there was no one to call

it creator; for it had not brought forth creation. Then it created fire

and water; and when it had brought them together, Ohrmazd came
into existence, and simultaneously Time became Creator and Lord

with regard to the creation it had brought forth. Ohrmazd was bright,

pure, sweet-smelling, and beneficent, and had power over all good

things. Then, he looked down, he saw Ahriman ninety-six thousand

parasangs away, black, foul, stinking, and maleficent; and it appeared

fearful to Ohrmazd, for he was a frightful enemy. And when Ohrmazd
saw this enemy, he thought thus: "I must utterly destroy this enemy,"

and he considered with what and how many instruments he could

destroy him. Then did Ohrmazd begin the work of creation. Whatever
Ohrmazd did, he did with the aid of Time; for all the excellence that

Ohrmazd needed, had (already) been created .

7

Time, like pattern, means difference, if no more than the difference between

then and now. So this story, like most creation stories, is really about the emer-

gence of difference from an original sameness. In this version, as in many
creation myths, difference begins with a fundamental clash of opposites.

One of the more poetic solutions to these paradoxes is to think of cre-

ation as a sort of awakening. A story from the Karraru people of southern

Australia describes how, originally, the earth was still, silent, and dark. How-
ever, "Inside a deep cave below the Nullarbor Plain slept a beautiful woman,

the Sun. The Great Father Spirit gently woke her and told her to emerge

from her cave and stir the universe into life. The Sun Mother opened her

eyes and darkness disappeared as her rays spread over the land; she took a

breath and the atmosphere changed, the air gently vibrated as a small breeze

blew." The Sun Mother then goes on a long journey during which her rays

awaken all the various creatures and plants that have been sleeping .

8 Such

a story suggests that creation is not a single event but has to be constantly
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repeated; and, as we will see, this is a truth we all experience. The paradoxes
of creation are repeated each time we observe something new, from galax-
ies to stars to solar systems and life. And many of us also experience our
own personal origins, the moments of our earliest memories, as a sort of

awakening from nothingness.

Modern science has approached the problem of origins in many differ-

ent ways, some more satisfying than others. In A Brief History of Time
(1988), Stephen Hawking suggests that the question of origins is just badly
posed. If we think of time as a line, it is natural to ask about its beginning.
But what if the universe has a different shape? Perhaps time is more like a

circle. There is no sense in asking if a circle has a beginning or an end, just

as there is no point in asking what is to the north of the North Pole. There
is no beyond, no boundary, and everything about the universe is perfectly

self-contained. As Hawking puts it: "The boundary condition of the universe
is that it has no boundary. " 9 Many creation myths adopt a similar approach,
perhaps because they arise in societies that do not think of time as a straight

line. As we look back in time, the past seems to fade away into what mod-
ern Aboriginal myths call a Dreamtime." It is as if the past turned a cor-

ner beyond which we cannot see it anymore, however hard we try. The same
is true if we look forward, so it seems as if in some sense the future and the
past may meet. 10 Mircea Eliade describes similar visions of time in a difficult

but fascinating work, The Myth of the Eternal Return (1954).
11

In modern societies, which usually envisage time as a line rather than a

curve, such solutions may seem artificial. Perhaps, instead, the universe is

eternal. We can look back along the line of time as long as we like, but we
will always find a universe, so the problem of origins does not really arise.

Religions of the Indian subcontinent, in particular, have tended to adopt this

strategy. So has the steady state theory, the most serious modern alterna-

tive to big bang cosmology. And so does a recent theory, proposed by Lee
Smolin, that suggests the existence of universes that breed other universes
whenever they create black holes, in a repetitive or "algorithmic" process
analogous to Darwinian evolution, which ensures that they "evolve" in ways
that increase the possibility of creating complex entities such as ourselves
(see chapter 2).

12 Similar arguments are common in modern cosmology, and
what they imply is that the universe we see may be merely one tiny atom
in a much larger "multiverse." But such approaches are also unsatisfying,

because they still leave the nagging question, How did such etettial processes
themselves begin? How was an eternal universe created?

Or we can return to the idea of a creator. Within Christianity, it was gen-
erally agreed that the Creator made the universe a few thousand years ago.
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In one famous calculation, a Dr. Lightfoot from Cambridge "proved" that

God had created humans at exactly 9:00 am on 23 October 4004 bce .

13 Many
other creation myths also introduce deities who created the world, working

like potters, or builders, or clockmakers. This approach solves much of the

problem, but leaves open the basic question ofhow the gods themselves were

created. Once again, we seem forced back to an infinite regress.

A final position is skepticism. This entails a frank admission that at a cer-

tain point, we must run out of knowledge. Human knowledge, by its na-

ture, has limits, so some questions must remain mysteries. Some religions

treat such mysteries as secrets that the gods choose to hide from humans;

others, such as Buddhism, treat them as ultimate riddles that are not worth

pursuing. We will see that modern cosmology also opts for skepticism at

the beginning of its story, though it offers a very confident account of how
our universe evolved once it was created.

EARLY SCIENTIFIC ACCOUNTS OF THE UNIVERSE

Modern science tries to answer questions about origins using carefully tested

data and rigorous logic. Though many pioneering scientists, like Newton,

were Christians who believed deeply in the existence of a deity, they also

felt the Deity was rational, so their task was to tease out the underlying laws

by which the Deity had created the world. This meant trying to explain the

world as if there were no deity. Modern science, unlike most other tradi-

tions of knowledge, tries to explain the universe as if it were inanimate, as

if things happened without intention or purpose.

The Christian view of the universe owed much to the ideas of the Greek

philosopher Aristotle. Though some Greeks had argued that the earth or-

bited the Sun, Aristotle placed the earth at the center of the universe and

surrounded it with a series of transparent spheres, each revolving at a dif-

ferent speed. The spheres held the planets, the Sun, and the stars. This model

sounds quaint today, but it was given a rigorous mathematical basis by

Ptolemy in the second century ce, and in this form it proved good at pre-

dicting planetary motions. Christianity added the further idea that this uni-

verse had been created perhaps 6,000 years ago by God, in the course of five

days. In sixteenth- and seventeenth-century Europe, the Ptolemaic story be-

gan to break down. Copernicus gave some powerful reasons for thinking

that the earth revolved around the Sun, and the heretical monk Giordano

Bruno argued that stars were suns and that the universe was probably

infinite in extent. In the seventeenth century, scientists such as Newton and

Galileo explored many of the implications of these ideas, while retaining as

much as they could of the biblical creation story.
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During the eighteenth century, the Ptolemaic view of the universe finally

collapsed. In its place, there emerged a new picture of a universe operating
according to strict, rational, and impersonal laws that could, in principle, be
discovered by science. God may have created it, perhaps in time; perhaps, in
some sense, out of time. But then he left it to run almost entirely accord-
ing to its own logic and rules. Newton assumed that both time and space
were absolutes, providing the ultimate frames of reference for the universe.
It was widely accepted that both might be infinite, and thus the universe
had neither a definable edge nor a time of origin. In this way, God was moved
further and further away from the story of origins.

But there were problems. One arose from the theory of thermodynam-
ics, which suggested that the amount of usable energy in the universe was
constantly diminishing (or that entropy was constantly increasing; see ap-
pendix 2). In an infinitely old universe the consequence would be that no
usable energy was left to create anything—yet clearly that was not true.

Perhaps, this might have suggested, the universe was not infinitely old. The
night sky posed another problem. As early as 1610, the astronomer Johannes
Kepler pointed out that if there were an infinite number of stars, the night
sky should be infinitely bright. The problem is now known as Other's par-
adox, after a nineteenth-century German astronomer who publicized the
problem more widely. One possible solution was to suppose that the uni-
verse was not infinitely large. That would solve Olber's paradox—but
would create another; for as Newton had pointed out, if the universe were
not infinitely large, then gravity ought to draw all the matter into the cen-
ter of the universe, like oil in a sump. And that, fortunately, was not what
astronomers observed when they studied the night sky.

Of course, all scientific theories contain problems. But as long as the the-
ories can answer most of the questions put to them, such difficulties can be
ignored. And the problems faced by the Newtonian theory were largely ig-

nored in the nineteenth century.

THE BIG BANG: FROM PRIMORDIAL CHAOS TO THE FIRST SIGNS OF ORDER

In the first half of the twentieth century, evidence began to accumulate for
an alternative theory that we now know as big bang cosmology. It solved
the problem of entropy by suggesting the universe was not infinitely old;

it solved Olber's paradox by describing a universe that was finite in both
time and space; and it solved the paradox of gravity by showing that the
universe was expanding too fast for gravity to gather everything into a sin-
gle lump (yet!). Big bang cosmology described a universe with a beginning
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and a history, so it turned cosmology into a historical science, an account of

change and evolution.

According to this view, the universe began as an infinitesimally small en-

tity, which expanded rapidly and continues to expand today. In form, at least,

this account is similar to the traditional creation myths known as emergence

myths. In such accounts, the universe develops, like an egg or an embryo,

through distinct stages from a remote and perhaps undefinable point of ori-

gin, and under the control of internal laws of development. In 1927, one of

the pioneers of big bang cosmology, Georges Lemaitre, referred to the early

universe as the "primordial atom." Like all emergence myths, the modern

account implies that the universe was created at a particular time, that it has

a life story of its own, and that it may die in the distant future. The new

theory could explain many of the difficulties encountered by previous the-

ories. For example, it could explain Olber's paradox by showing that the uni-

verse had not existed forever; and because light has a finite speed (as Ein-

stein had shown), light from the most distant galaxies might not reach us

during the entire life of the universe. The theory was also consistent with

the torrent of new information and data about stars, matter, and energy that

was generated in the early twentieth century. But at its very beginning, it

too has to fall back on a sense of inexplicable mystery.

The modern story of origins goes something like this.
14 The universe was

created about 13 billion (13,000,000,000) years ago. 15 (How long ago is that?

If each human being were to live exactly the biblical span of 70 years, it would

take about 200 million human life spans laid end to end to reach back this

far in time. For more on these huge timescales, see appendix 1.) About the

beginning, we can say nothing with any certainty except that something

appeared. We do not know why or how it appeared. We cannot say whether

anything existed before. We cannot even say that there was a "before" or

a "space" for anything to exist in, for (in an argument anticipated by St.

Augustine in the fifth century ce) time and space may have been created at

the same time as matter and energy. So, we can say nothing definite about

the moment of the big bang, or about any earlier period.

However, beginning a tiny fraction of a second after the big bang, mod-

ern science can offer a rigorous and coherent story, based on abundant ev-

idence. Many of the most interesting "events" occurred within a fraction

of a second. Indeed, it may be helpful to think of time itself as stretched out

during these early moments, so that a billionth of a billionth of a second

then was as significant, in its way, as many billions of years in the later his-

tory of the universe. 16
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In the beginning, the universe was tiny, perhaps smaller than an atom.
(How small is that? The physicist Richard Feynman illustrated the size of
an atom by saying that if you blew up an apple until it was the size of Earth,

each of the atoms it was made from would now be the size of the original

apple.) 17 The temperature of this atom-sized universe was many trillions of
degrees. At this temperature, matter and energy are interchangeable—as
Einstein showed, matter is really little more than a congealed form of en-
ergy- Here, in this fantastically dense flux of energy/matter, we come close

to the primordial chaos of so many traditional creation myths. But in the
modern account, this tiny universe was expanding at a staggering speed, and
it was this expansion that gave rise to the first differences and the first pat-

terns. 18 The theory of inflation asserts that for a fraction of a second, be-
tween ca. 10 34 and 10 3- seconds after the big bang, the universe expanded
faster than the speed of light (which is about 300,000 kilometers per sec-

ond), driven apart by some form of "antigravity." The magnitudes involved
in such processes are inconceivable: before inflation, the entire universe may
have been smaller than an atom; after inflation (a fraction of an instant later),

it may have been larger than a galaxy. Inflation seems to ensure that most
of the universe is beyond our observation, as light from most of the uni-
verse will be too distant ever to reach us. The parts of the universe we can
see may be only a tiny part of the real universe. As Timothy Ferris puts it:

"If the entirety of an inflationary universe were the surface of the earth,

the observable part would be smaller than a proton." 19

As the universe expanded, it became less homogenous. Its original sym-
metry was broken, distinct patterns appeared, and matter and energy began
to assume forms that we can recognize today. Modern nuclear physics can
tell at what temperatures particular types of energy or matter appear, just
as most of us can tell at what temperature water will turn into ice. So, if we
can estimate how fast the universe cooled, then we can estimate when dif-

ferent forces and particles emerged from the flux of the early universe.

Within the first second, quarks appeared, and from these were constructed
protons and neutrons, the main constituents of atomic nuclei. Quarks and
atomic nuclei are held together by the strong nuclear force, one of the four
fundamental forces that rule our universe.

At this point in the modern creation story (still less than VWoo of a sec-

ond after the big bang), there occurs a display of extravagance that is re-

markable even by the extravagant standards of most creation myths. Par-
ticles appeared in two forms, to make up almost equal amounts of matter
and antimatter. Particles of antimatter are identical to particles of matter ex-
cept for having the opposite electrical charge. Unfortunately, when the two
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meet, they annihilate each other and 100 percent of their mass is transformed

into energy. So, during the first second after the big bang there played out

a perverse subatomic game of musical chairs, in which quarks were the play-

ers, antiquarks were the chairs, and the winner was the one quark in a bil-

lion that couldn't find an antiparticle chair. The matter left to construct our

universe was made from the one in a billion particles that didn't find an an-

timatter partner. The particles that did find a partner were transformed into

pure energy, and that energy pervades the universe today, in the form of

cosmic background radiation. 20 And this process may explain why there are

about a billion photons of energy for every particle of matter in the uni-

verse today.

Now the pace slows. Some seconds after the big bang, electrons appeared.

Electrons carry a negative electrical charge, while protons (which are made

up of quarks) carry a positive charge. Relations between electrons and pro-

tons were controlled by a second fundamental force, the electromagnetic

force, which also appeared within the first second of the universe's history.

In the hot early universe, the photons of energy that carry the electromag-

netic force were entangled with charged particles of matter. The universe

was rather like the interior of the Sun today: a white-hot sea of particles

and photons in constant interaction. The entire universe would have been

crackling with the energy generated by constant interactions between pos-

itive protons and negative electrons and light. In this "era of radiation," as

Eric Chaisson explains, matter existed as no more than "a relatively thin

microscopic precipitate suspended in a macroscopic, glowing 'fog' of dense,

brilliant radiation." 21

After perhaps 300,000 years, the average temperature of the universe fell

to ca. 4,ooo°C above absolute zero, and this cooling made possible one of

the most fundamental of all transitions in the history of the universe. 22 Mo-

ments of transition are as mysterious as beginnings, and they will occur

throughout our story. One of the most familiar examples in daily life is the

transition that takes place when water turns into steam. Water is heated,

and for a time all that seems to happen is that it gets warmer. Change oc-

curs gradually, and we can watch it happening. Then, abruptly, a threshold

is crossed; something new is created and the whole system enters a new

phase. What had been liquid becomes gas. Why should a threshold occur at

this particular point, in this case at ioo°C (at sea level)? Sometimes we can

explain transitions from one state to another, and the answer generally turns

on a changing balance between different forces—between gravity, pressure,

heat, electromagnetic forces, and so on. Sometimes we simply do not know

why a threshold is crossed at a particular point.
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The ending of the radiation era is a transition that physicists can more
or less explain as a result of a balance between the falling energy of light

photons as the universe expanded and the electromagnetic forces acting at

the subatomic level. As the universe expanded, it cooled, and the energy of
the light flowing through it fell sufficiently to enable positive protons to

capture negative electrons and create stable, and thus electrically neutral,

atoms. Because of that neutrality, atoms no longer interacted strongly with
photons (though subtle interactions could still occur). As a result, photons
of light could now flow freely through the universe. For most purposes, mat-
ter and energy ceased to interact. They became separate realms, like matter
and spirit in the cosmologies of the Judeo-Christian-Islamic world. The era

after this decoupling can be described as the "era of matter." 23

The first atoms were extremely simple. Most were hydrogen atoms, con-
sisting of one proton and one electron. But there also appeared about one-
third as many helium atoms, each with two protons and two electrons, as

well as a trace of even larger atoms. All atoms are tiny, with diameters of

roughly one-ten-millionth of a centimeter. But they consist mostly of empty
space. The protons and neutrons huddle together in the nucleus, while the
electrons orbit far away from them. As Richard Feynman puts it: "If we had
an atom and wished to see the nucleus we would have to magnify it until

the whole atom was the size of a large room, and then the nucleus would
be a bare speck which you could just about make out with the eye, but al-

most all the weight of the atom is in that infinitesimal nucleus." 24 Three
hundred thousand years after its creation, the universe was still simple. It

consisted mostly of empty space, within which there drifted huge clouds of

hydrogen and helium, and through which there poured an immense amount
of energy.

Table 1.1 is a brief chronology of the early history of the universe. About
300,000 years after the big bang, all the ingredients of creation were present:

time, space, energy, and the basic particles of the material universe, includ-

ing protons, electrons, and neutrons, now mostly organized into atoms of

hydrogen and helium. Since that time, nothing has really changed. The same
energy and the same matter have continued to exist. All that has happened
is that for the next 13 billion years these same ingredients have arranged
themselves in different patterns, which constantly form and dissipate. From
one perspective, the rest of the modern creation myth is merely the story
of these different patterns.

But for us the patterns are all-important because we are pattern-detecting

organisms. The patterns that emerged include the galaxies and stars, the
chemical elements, the solar system, our earth, and all the living organisms
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TABLE 1.1. A CHRONOLOGY OF THE EARLY UNIVERSE

Time since

Big Bang Significant Events

10
~43 seconds "Planck time"; the universe is smaller than the "Planck length/'

the smallest length that has any physical meaning; we can say

nothing about what happened before this point, but gravity

appears already as a distinct fundamental force.

10 -35 seconds "Strong" and "electromagnetic" forces begin to appear as

distinct fundamental forces.

io-33_io
-32

seconds

"Inflation": the universe expands faster than the speed of light

and cools to near absolute zero.

ca. 10-10-10-6

seconds

As fundamental forces separate, the universe heats up again;

quarks and antiquarks are created and annihilate each other;

surviving quarks are confined in protons and neutrons (their

total mass representing about one-billionth of the previous

mass of quarks and antiquarksj.

1-10 seconds Electron-positron pairs form and annihilate (leaving a residue

equivalent to perhaps one-billionth of the previous mass of

electrons and positrons).

3 minutes Nuclei of hydrogen and helium form from protons and neutrons.

300,000 years Atoms form as negative electrons are captured by positive

protons; the universe becomes electrically neutral, and

radiation and matter separate; radiation is released in a huge

"flash" now detectable in background microwave radiation.

sources: Cesare Emiliani, The Scientific Companion: Exploring the Physical World with
Facts, Figures, and Formulas, 2nd ed. (New York: John Wiley, 1995), p. 82; and see the simi-

lar chronology in Stephen Hawking, The Universe in a Nutshell (New York: Bantam, 2001),

p. 78.

that inhabit our earth. Finally, of course, they include ourselves. As an

anonymous wit is supposed to have put it: "Hydrogen is a light, odorless

gas which, given enough time, changes into people." 25 From this perspec-

tive, the modern creation myth is as paradoxical as any other early creation

myth. Nothing changes; but everything changes. Though things seem to

exist independently of each other, and to have particular and distinctive char-

acteristics, it is also true that everything is really the same. The idea that

form and matter are different expressions of the same underlying essence

was proposed by the Italian Giordano Bruno as early as 1584, in a book called

Concerning the Cause, Principle, and One. But the same idea occurs in much
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deep religious and philosophical thought. According to one of the holiest of
Buddhist texts, the Heart Sutra, Form is emptiness; emptiness also is form.
Emptiness is no other than form; form is no other than emptiness ." 26 How
patterns were created out of the apparent chaos of the early universe will

be one of the central themes of the next chapter.

EVIDENCE EOR BIG BANG COSMOLOGY

From these metaphysical speculations, we must return to the prosaic but
crucial issue of evidence. Why do modern astronomers accept what seems,
at first sight, such a bizarre creation story? Why should we take this story
seriously? The short answer is that for all its oddity, the modern story of

creation is based on a colossal amount of hard evidence.

Hubble and the Redshift

The first crucial piece of evidence emerged from studies of the size and shape
of the universe. Mapping the universe meant trying to determine the dis-

tance between the stars, the way in which stars were arranged, and how they
moved relative to each other. Modern attempts to map the universe sci-

entifically date to the late nineteenth century.

Finding the distance to stars is extremely difficult. With nearby stars, it

is possible to estimate distances using elementary trigonometry and exact

measurements of a star s parallax. The largest baseline available to Earth-
bound astronomers is Earth's orbit around the Sun, so astronomers look for

stars whose positions appear to shift when observed at six-month intervals.

But even this approach requires measurements that were too precise for any
astronomers before the nineteenth century (see figure 1.1).

For more distant stars, we have to rely on methods that are even less pre-
cise. In the first decade of the twentieth century, an American astronomer,
Henrietta Leavitt, studied variable stars—that is, stars whose brightness

varies in a regular cycle. She discovered that in a particular type of variable

star, the so-called Cepheid variables, the cycle reflected the size and the
brightness of the stars. What made the Cepheids seem to grow by turns

brighter and then darker was their expansion and contraction. Leavitt

showed that the larger (and therefore brighter) Cepheids expand and con-
tract more slowly. So, by measuring the length of the cycle, astronomers
could estimate the size and therefore the real (or "intrinsic") brightness of
each Cepheid variable. Then, by measuring the brightness it appeared to

have to an observer on the earth, they could estimate how much light had
been lost in the journey to our earth, and therefore how far away the star

really was.
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Parallax of Star 1

Figure 1.1. Parallax: measuring the distance of

stars using elementary trigonometry. In the course

of six months, the earth changes its position in the

sky as it orbits the Sun. As a result, the positions of

nearby stars seem to shift slightly during the year;

and the closer stars are, the greater their apparent

change in position. (A shift in the apparent position

of an object caused by movements of the observer

is known as parallax.) By measuring these shifts

carefully, you can use elementary trigonometry

to determine a star's real distance from the earth.

This was the first way of determining the real scale

of the cosmos. With more distant stars, the angles

are too tiny for this method to work, so other

methods have to be used. From Ken Croswell,

The Alchemy of the Heavens (Oxford: Oxford

University Press, 1996), p. 16. Used by permission

of Doubleday, a division of Random House, Inc.

In the 1920s, another American astronomer, Edwin Hubble, using the

Mount Wilson telescope outside Los Angeles, relied on Cepheid variables

as he tried to map large areas of the universe. He found, first, that many

Cepheids apparently existed outside our galaxy, the Milky Way. This meant

that the universe consisted not just of one galaxy but of many, thereby prov-

ing an idea that the German philosopher Immanuel Kant had proposed al-

most two centuries before. (Specifically, Kant suggested quite correctly that

the objects astronomers call nebulae often consisted of separate galaxies, well

beyond our own.) This idea, which Hubble announced in 1924, already
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marked a revolution in modern astronomy. Within a few years, Hubble's

work led him to an insight that was even more revolutionary, and much
more profound. In the late 1920s, he found that most distant galaxies seemed
to be moving away from us. Indeed, the farther away they were, the faster

they seemed to be moving away from our galaxy. We now know that the

most distant observable galaxies are moving away from us at more than 90
percent of the speed of light. How could Hubble know this? And what did

this strange observation mean?

Oddly, it is easier to measure whether distant objects are moving toward
or away from us than to determine their exact distance from us. The tech-

niques involved are elegant, and not too difficult to grasp. If we take the light

from a distant star and pass it through a spectrometer, we can analyze the

various parts of the light spectrum. This is like watching sunlight through
a prism. Different frequencies are bent by different angles as they pass

through a prism; thus, as they leave the prism, they are displayed in bands

of different colors like a rainbow. Each band, or color, represents light of a

certain energy or frequency; and once they are split up in this way, each en-

ergy level can be studied separately. In star spectra, including that of our

sun, narrow dark lines appear at particular frequencies. Studies in labora-

tories have shown that these lines occur because as light travels toward us,

it passes through materials that absorb energy at particular frequencies, en-

suring that those frequencies reach us in a weakened form. These darker

lines are known as absorption lines. Each absorption line corresponds to a

particular element, which absorbs light energy at specific frequencies. Re-

markably, this means that by studying the absorption lines in starlight, we
can estimate what elements are present in stars and in what quantities. In-

deed, modern knowledge of how stars work (see chapter 2) is based largely

on such studies.

Even more remarkably, star spectra can tell us whether a star is moving
toward or away from us, and at what speed. The principle here is that of the

Doppler effect—the phenomenon that makes an ambulance siren seem to

drop in pitch as it passes by us. If a moving object (such as an ambulance)

emits energy in waves (such as sound waves), those waves appear to be

squashed up if the object is moving toward us, and stretched out if it is mov-
ing away from us. On a beach, if you walk into the surf, the wave crests will

seem to strike your legs more frequently than if you stand still. But if you
walk toward the beach, the crests will strike your legs less frequently. The
same principle applies to light spectra. In the light from stars, absorption

lines often seem to be shifted slightly from the position you would expect

in a laboratory. Thus, the absorption line that represents hydrogen might
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be shifted to a higher frequency, making its light waves appear to be

squashed up (or closer to the blue end of the spectrum). Or it might be shifted

to a lower frequency (closer to the red end of the spectrum), in which case

its light waves would appear to be stretched out. Hubble found both types

of shift. But as he worked on the remotest objects, he realized that these

were all shifted toward the red end of the spectrum. In other words, they

appeared to be stretched out as if they were moving away from us. And the

farther away they were, the greater the extent of the redshift.

The implications of Hubble's discovery are spectacular but simple to com-

prehend. The farther a galaxy is from the earth, the faster it is moving away

from us, although stars in our own galaxy and some neighboring galaxies

are held together by gravity. We have no reason to think that we live in an

abnormal part of the universe. Indeed, modern maps of the distribution of

galaxies suggest that the universe really is pretty homogenous on the largest

scales. So we have to assume that other observers in any other part of the

universe would also observe that other parts of the universe seemed to be

moving away from them. And this must mean that the universe as a whole

is expanding. If the universe is expanding, then in the past it must have been

much smaller than it is now. If we follow this logic back in time, we will

soon see that at some point in the distant past, the universe must have been

infinitesimally small. This argument leads directly to the basic conclusion

of modern big bang cosmology: the universe was once infinitesimally small,

but it then expanded, and it continues expanding to the present day. Hub-

ble's work provided the first and still the most basic evidence for big bang

cosmology.

Hubble also showed that by measuring the rate of expansion, scientists

should be able to estimate how long the universe has been expanding. This

was an astonishing conclusion, for it seemed to imply something totally un-

expected. Hubble had found a way of measuring the age of the universe!

Originally, he calculated that the rate of expansion (or the Hubble constant)

was ca. 500 kilometers per second for every megaparsec of distance between

two objects. (A megaparsec is the distance traveled by light in 3.26 million

years, which is ca. 30.9 x 1018 km, or ca. 30 billion billion km.) This figure

meant that the universe could only be about two billion years old. We now

know that this is an impossible date, as the earth itself is at least twice this

age. Modern estimates of the Hubble constant are lower, and imply an older

universe. But determining exactly how old remains tricky, mainly because

of the difficulty of calculating the real distance to remote galaxies. Modern

attempts, which use several other types of distance markers in addition to

Cepheid variables, suggest that the Hubble constant lies between 55 and 75
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km per second per megaparsec. These figures imply that the universe is be-

tween 10 and 16 billion years old, and the most recent estimates seem to be

converging on a figure of about 13 billion (13,000,000,000) years. 27 For sim-

plicity's sake, that is the date used throughout this book.

Relativity and Nuclear Physics

In the early twentieth century, most astronomers still assumed that the uni-

verse was infinite, homogenous, and stable. Hubble's conclusions would have

seemed very odd if it had not been for some other developments that were

undermining the traditional picture. One was the publication of Einstein's

theory of relativity. The details of his theory are not important here, but

one implication is that at the largest scales, the universe was probably un-

stable. Einstein's equations suggested that the universe, like a pin standing

on its end, had to fall to one side or the other. It had to be either expanding

or contracting; a perfectly balanced universe was very unlikely. Einstein him-

self resisted this conclusion. Indeed, in what he later described as the great-

est error of his life, he altered his theory by proposing the existence of a

force he called the "cosmological constant," in order to preserve the idea of

a stable universe. This force he imagined as a sort of antigravity, which could

counterbalance gravity and thus prevent the universe from collapsing in on

itself. However, in 1922 a Russian, Alexander Friedmann, showed that the

universe really might be either expanding or contracting. Eventually, even

Einstein accepted the idea of an unstable and evolving universe.

But it took time to work out the ramifications of these discoveries. In the

1940s, the idea of an expanding universe still seemed odd to most as-

tronomers. Then, between the 1940s and the 1960s, new evidence accumu-

lated in support of the idea until, by the late 1960s, the big bang theory had

become the standard account of the origins of the universe. In the late 1940s,

using some of the knowledge gained from work on the atomic bomb, a num-
ber of physicists in the United States—including the Russian American

physicist George Gamow—began to work their way through the implica-

tions of this new view of the universe. What would a tiny universe look like ?

It was clear that it would have been extremely hot: just as a bicycle tire be-

comes hotter when more air is pumped in, so the universe must have been

extremely hot when all its matter and energy was squashed into a tiny space.

The details of how matter would behave under such conditions do not con-

cern us here. What matters is that scientists such as Gamow and later Fred

Hoyle (who was to become a fierce critic of big bang cosmology) soon real-

ized that it was possible, using existing ideas about how energy and matter
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worked at different temperatures, to start doing some calculations about the

behavior of the early universe. And the answers made sense. They found

they could construct a surprisingly plausible picture of how the early uni-

verse was constructed under the assumptions of the big bang theory. In

particular, it was possible, roughly, to work out what forms of energy and

matter would have existed in the early universe, and determine how that

universe would have changed as it expanded and cooled. It soon became ap-

parent that the idea of an early, dense, and hot universe was perfectly con-

sistent with all that was known in the emerging field of particle physics.

Cosmic Background Radiation

What finally persuaded most astronomers to accept the big bang theory was

the discovery of cosmic background radiation, or CBR. Early theories of how
a big bang might have worked suggested that as temperatures fell during

the early history of the universe, distinct particles and forces would acquire

a stable existence as soon as temperatures were low enough for them to sur-

vive. As we have seen, for several hundred thousand years the early uni-

verse was too energetic and too hot for atoms to form. But eventually tem-

peratures fell low enough for protons (with their positive electrical charges)

to capture electrons (which have a negative charge). At this point, matter

became electrically neutral, and energy and light could flow freely through

the universe. Some of the earliest theorists of big bang cosmology predicted

that there ought at that moment to have been a huge release of energy, whose

remnants might be detectable today.

It is a sign of the caution with which scientists still approached the idea

of a big bang that no one actually looked for this background energy. It was

found accidentally, in 1964, by Arno Penzias and Robert Wilson, two sci-

entists working for Bell Laboratories in New Jersey. They were trying to

build extremely sensitive radio antennae, but found it was impossible to

eliminate all the background "noise" they picked up. Eventually, they real-

ized that wherever they pointed their antennae, there was always a faint

hum of weak energy. What could possibly be emitting energy from all di-

rections of the sky at the same time? Energy coming from a particular star

or galaxy made sense, but energy coming from everywhere— and so much

energy—seemed to make no sense at all. Though the signal was weak, the

total when all the energy it represented was added up was colossal. They

mentioned their discovery to a radio astronomer who had heard a talk by a

cosmologist, P. J. E. Peebles, predicting the existence of remnant radiation

at an energy level equivalent to a temperature of ca. 3°C above absolute zero.
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This was remarkably close to the temperature of the radiation found by Pen-

zias and Wilson. They had found the flash of energy predicted by early the-

orists of the big bang.

Their discovery was decisive because no other theory could explain such

a universal and powerful source of energy, while big bang cosmology could

explain it naturally and easily. Since 1965, few astronomers have doubted

that the big bang theory is the best current explanation for the origins of the

universe. It is now the central idea of modern astronomy, the paradigm that

unifies the theories and ideas of modern astronomy. And the cosmic back-

ground radiation is central to modern cosmology: attempts to map tiny vari-

ations in it should provide us in the near future with the best information

available on the nature of the early universe. (One cosmologist, Dr. Max
Tegmark, has even suggested that "the Cosmic microwave background is to

cosmology what DNA is to biology.") 28 A new satellite, the Wilkinson Mi-
crowave Anisotropy Probe, or WMAP, which was launched in June 2001, is

designed to describe these tiny variations more precisely than ever before. 29

Other Forms of Evidence

More evidence for the big bang has accumulated since the discovery of the

CBR. For example, the big bang theory predicts that the early universe will

consist mainly of simple elements, above all hydrogen (ca. 76 percent) and

smaller amounts of helium (ca. 24 percent). These are about the ratios we
observe in the universe today (though the amount of hydrogen has fallen

to ca. 71 percent as reactions within stars have converted hydrogen into he-

lium, which now accounts for ca. 28 percent of all matter). The chemical dom-
inance of hydrogen and helium is not immediately obvious to us, because

we live in a corner of the universe that happens to have high concentrations

of other elements (see chapters 2 and 3), but the evidence is all around us

nonetheless. Hydrogen is by far the most common element, even in our own
bodies. As Lynn Margulis and Dorion Sagan write: "Our bodies of hydro-

gen mirror a universe of hydrogen.
" 30 Especially precise measurements have

also been made of the tiny amounts of lithium created in the big bang. These,

too, are remarkably close to the figure predicted by theories of element for-

mation during the big bang.

Then there is the fact that neither astronomical observations nor radio-

metric dating techniques (see appendix 1) can identify any objects that are

much more than 12 billion years old. If the universe had in fact existed for

much longer than this (perhaps for several hundred billion years), the ab-

sence of any objects older than a cutoff date of 12 billion years would be ex-

tremely surprising.
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Finally, the big bang theory—-unlike its main rival, the steady state

theory—implies that the universe has changed over time. This means that

the most distant parts of the universe ought to seem different from those

closer to us; for in looking at objects, say, 10 billion light-years away, we are

in effect looking at the universe as it was 10 billion years ago. And, as we

will see, distant objects are different from the modern universe in impor-

tant ways. For example, the early universe contained many more quasars

(see chapter 2) than does the modern universe.

How Trustworthy Is Big Bang Cosmology?

Is big bang cosmology true? No scientific theory can claim absolutely cer-

tainty. And there remain problems with the theory, some of which are highly

technical. But at present, none of these problems seems insurmountable.

For a time in the early 1990s, it appeared that some stars were older than

the apparent age of the universe—evidence, according to some astronomers,

that cast serious doubt on the entire theory. Observations using the Hub-

ble telescope have since shown that this is not true. The oldest stars now
seem to be about one billion years younger than the date of the universe as

determined by the latest estimates of the Hubble constant. This is good news

for big bang cosmology! But there was less welcome news when, in the late

1990s, evidence began to accumulate from studies of distant la type super-

novae (see chapter 2) that the rate of expansion of the universe, rather than

decreasing under the influence of gravity, is in fact increasing. If these ob-

servations are correct, they are startling, for they seem to imply that there

exists some hitherto unknown force that has operated constantly since the

big bang to maintain and accelerate the rate of expansion, but that is too

weak to have been detected before. One possibility is that this force consists

of "vacuum energy/' a force predicted by quantum mechanics that would

act in a way opposite to gravity, driving matter and energy apart rather than

drawing them together. If so, its effects may be almost identical to those of

Einstein's speculative cosmological constant. 31 This evidence may throw a

largish wrench into the machinery of big bang cosmology. On the other

hand, it may provide an unexpected solution to the problem of dark matter

(see chapter 2), because vacuum energy, like all energy, has mass, which may
account for a substantial amount of the matter that astronomers have been

looking for. There is also the tricky problem of beginnings. At the begin-

ning of the big bang, all our scientific knowledge seems to go haywire. The

density of the universe seems to move toward infinity, as does its temper-

ature, and modern science has no good way of dealing with such phenom-

ena, though it has many promising ideas.
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What encourages us to take the theory seriously despite these difficul-

ties is its consistency with most of the empirical and theoretical knowledge

assembled by modern astronomy and modern particle physics. And no other

theory of origins can explain so much. That scientists have constructed a

logical theory consistent with so much evidence, and one that seems to tell

us what happened during the first few minutes of our universe's history, is

itself an astonishing achievement. It is no less remarkable when we realize

that future research is likely to modify the current theory, perhaps in quite

significant ways.

NOTE ON EXPONENTIAL NOTATION

Modern science often deals with large quantities and large numbers. Writ-

ing out, say, a billion billion billion would take a lot of space (to see how
much, look at the second paragraph of this note), so scientists use what they

call exponential notation; a number of figures in this chapter use this con-

venient mathematical shorthand. Here is how it works. 32 One hundred is

10 multiplied by 10, or two 10s multiplied together. In exponential nota-

tion, 100 can be written as io2
. One thousand is three ios multiplied to-

gether, or io3
, and so on. To convert a number in exponential notation to

one in normal notation, write down a l, then add the number of zeros that

appear in the exponent. One thousand (io3
), therefore, is l with three ze-

ros after it; one billion is io9
, or l with 9 zeros after it—that is, 1,000,000,000.

We can use the same notation for small numbers, too. One hundredth (Vioo

or 1 percent) is written as io
-2

; and one thousandth (Viooo) is written as io
-3

.

The system also works well for numbers that are not an exact multiple of

ten. Thus 13 billion years can be thought of as 13 times a billion years. In

exponential notation this becomes 13 x 109 years.

The crucial thing to note is that increasing the exponent by one mul-

tiplies the size of the previous number ten times. So 103
is not just slightly

bigger than 102
; it is, in fact ten times as large. In the same way, io 18

(or

a billion billion) is not double the size of 109
; it is one billion times (10

9

times) as large; and it is ten times as large as 10 17
. Exponential notation

provides a deceptively simple way of describing colossal numbers, which

can easily lull us into forgetting how large these numbers really are. The

mass of a hydrogen atom can be written in exponential notation as 1.7 x

io-27 kilograms. In ordinary script, this is a simple, but lengthy, fraction:

1.7/1,000,000,000,000,000,000,000,000,000 kilograms, or 1 .7 times one bil-

lionth of a billionth of a billionth of a kilogram. To understand what this

really means is trickier. Try to imagine something so small that it weighs

just one-billionth of a kilogram. (We cannot do it, of course—our minds
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are not designed to deal with such calculations; but we can make the effort.)

Then try to imagine something that weighs one billionth of this; then re-

peat the experiment a third time, and you are imagining the size of a hy-

drogen atom. To weigh the Sun, you multiply instead of dividing. The Sun

has a mass of about 2 x 1027
tons, or 2,000,000,000,000,000,000,000,000,000

tons, which is two times a billion billion billion tons. It contains about 1.2

x 105
' atoms. The universe contains about 1022 stars. To roughly estimate

the number of atoms in the universe, we can multiply these two numbers

together, which means adding the two exponents, to get 1.2 x 1079 atoms.

This may not seem so impressive until we start writing the number out in

ordinary notation, and even then, most of us cannot really understand what

we are writing down. In the final chapter of this book, we will come across

numbers much, much larger than even these huge figures.

SUMMARY

Before about 13 billion years ago, we can say nothing with any confidence

about the universe. We do not even know if space and time existed. At some

point, energy and matter exploded out of the emptiness, creating both time

and space. The early universe was fantastically hot and extremely dense,

and it expanded extraordinarily fast in a sort of cosmic explosion. As it ex-

panded, it cooled. Matter and antimatter annihilated each other, leaving a

tiny residue of matter. Out of the violent flux of the early universe, there

appeared distinct entities—protons, neutrons, photons of light, electrons

—

and distinct forces, including the strong force, the weak force, and the forces

of gravity and electromagnetism. After a few hundred thousand years, the

universe was cool enough for protons and electrons to form stable atoms,

and the matter in the universe became electrically neutral. As a result, mat-

ter and energy ceased to interact constantly, and radiation began to flow

freely through the universe. As the universe expanded, the temperature of

the radiation fell; it is now detectable as the cosmic background radiation.

This story, as strange as it may seem, is based on a colossal amount of

scientific research, and it is compatible with most of what we know today

about astronomy and particle physics. Big bang cosmology is now the cen-

tral idea of modern cosmology. It is the paradigm that unites modern ideas

on the nature and history of the universe, and it dominates the first chap-

ter of the modern creation myth.

FURTHER READING

Barbara Sproul's Primal Myths (1991) is a collection of creation myths from

many different cultures, accompanied by an introductory essay. There are
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now many popular accounts of big bang cosmology, some by authors who
helped construct the modern story of the origins of the universe. The fol-

lowing are some of the books I have found most helpful. Stephen Hawk-

ing's A Brief History of Time (1988) is one of the best known, and has re-

cently been followed by his The Universe in a Nutshell (2001); even more

technical is Steven Weinberg, The First Three Minutes (2nd ed., 1993). John

Gribbin's Genesis (1981) is a superb introduction for the general reader (and

one of the inspirations for this book), though it's beginning to show its age.

More up-to-date, though equally readable, are Timothy Ferris, The Whole

Shebang (1997); John Barrow, The Origin of the Universe (1994); Peter

Coles, Cosmology (2001); and Armand Delsemme, Our Cosmic Origins

(1998). Delsemme's book is relevant for much of the first half of this book.

Cesare Emiliani's Scientific Companion (1995) is a useful handbook for those

who want more precise information about the ideas and terminology of mod-

ern astronomy, chemistry, and physics. Eric Chaisson's Cosmic Evolution

(2001) is an attempt to think through the meaning of order and entropy at

many different scales, from stars to microbes, and Martin Rees's Just Six

Numbers (2000) is also about the fundamental structures of the universe.

Lee Smolin's Life of the Cosmos (1998) is a readable book that consists of

grand speculations about the possibility that our universe is one of a vast

population of universes that change according to some form of cosmic evo-

lution. Charles Lineweaver's short essay "Our Place in the Universe"

(2002) is a marvelous introduction to the challenge of thinking about scale

and orientation within the universe. Nigel Calder's Timescale (1983) is a re-

markable chronology for the whole of time, though it is now old enough to

be slightly dated.
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ORIGINS OF THE GALAXIES AND STARS
THE BEGINNINGS OF COMPLEXITY

If one had to summarize, in just one sentence, "What's been

happening since the Big Bang?," the best answer might be to

take a deep breath and say: "Ever since the beginning, gravity

has been moulding cosmic structures and enhancing temperature

contrasts, a prerequisite for the emergence of the complexity that

lies around us ten billion years later, and of which we are part."

Look at the sky on a clear night, and it seems obvious that stars are the most

important inhabitants of our universe. But stars, like humans, do not exist

in isolation. They gather into the huge cosmic societies we call galaxies, each

of which may contain 100 billion stars. Our home galaxy is the Milky Way.

Unlike other galaxies, which appear to us as faint stars or blurs, the Milky

Way looks like a pale river of light flowing across the night sky, because we
see it from inside. What is less obvious to the naked eye, and was not appar-

ent even to most astronomers until a decade or two ago, is that galaxies gather

into even larger communities. These include groups (usually a few million

light-years in diameter, containing perhaps twenty galaxies) and clusters

(up to 20 million light-years broad and holding hundreds, even thousands,

of galaxies). Groups and clusters of galaxies are held together by gravita-

tional forces. But there exist even larger structures, structures so large that

they are stretched out by the expansion of the universe. These include super-

clusters (up to 100 million light-years across, with perhaps 10,000 galaxies)

and the huge chains of superclusters enclosing vast bubbles of empty space

that were first detected by astronomers in the 1980s. At even larger scales,

the universe appears to be remarkably homogenous. This homogeneity shows

up in the uniformity of the cosmic background radiation. So the complex pat-

39
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Figure 2.1. The position of the Sun within

the Milky Way. The Sun lies within an arm

of the Milky Way, about 27,000 light-years from

its center. Clouds of dust obscure our view of the

central parts of the galaxy. Adapted from Nikos

Prantzos, Our Cosmic Future: Humanity's Fate

in the Universe (Cambridge: Cambridge Univer-

sity Press, 2000), p. 97.

terns that will interest complex observers such as ourselves seem to appear

only at scales smaller than chains of superclusters.

At present, these seem to be the largest ordered structures in the ob-

servable universe. Their discovery pushes us even farther from the center

of the universe than Copernicus's discovery that the earth revolved around

the Sun. Our sun, it seems, is situated in an undistinguished suburb in a

second-rank galaxy (the Andromeda Galaxy is the largest in our local group),

in a group of galaxies that lies toward the edge of the Virgo Supercluster,

which contains many thousands of other galaxies (see figure 2.1).
1

More recently, it has become clear that even superclusters may be mere
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bit players in the history of the universe. It seems that most of the mass of

the universe (90 percent or more) is not visible, and the exact nature of this

mass (known appropriately as dark matter) remains a mystery. In other

words, we are in the embarrassing position of not knowing what most of

the universe is made of.
2 This chapter will touch on theories about the na-

ture of dark matter, but it will focus mainly on those parts of the universe

that we know most about—those parts that are visible.

We take up the history of the early universe where we left it in the pre-

vious chapter: about 300,000 years after its creation, as energy and matter

went their separate ways.

THE EARLY UNIVERSE AND THE FIRST GALAXIES

In the first minutes of its existence, the universe cooled so rapidly that it

was impossible to manufacture elements heavier or more complex than hy-

drogen, helium, and (in minute amounts) lithium: elements 1, 2, and 3 in

the periodic table. In the heat and chaos of the early universe, nothing more

complex could survive. From a chemical point of view, the early universe

was very simple, far too simple to create complex objects such as our earth

or the living organisms that inhabit it. The first stars and galaxies were con-

structed from little more than hydrogen and helium. But they were a sign

of our universe's astonishing capacity to build complex objects from sim-

ple building blocks. Once created, stars laid the foundations for even more

complex entities, including living organisms, because in their fiery cores they

practiced an alchemy that turned hydrogen and helium into all the other

elements of the periodic table.

So far, the story of the universe has been dominated by the expansion-

ary force of the big bang. Now we must introduce a second large-scale force:

that of gravity. Gravity is the force that Newton described so successfully in

the seventeenth century and that Einstein described even more precisely

early in the twentieth century. While the force of the big bang drives en-

ergy and matter apart, gravity pulls things together. Newton argued that

all forms of matter exert a tug on all other forms of matter. Einstein main-

tained that the effects of gravity arise because of the way that large masses

can warp the geometry of space-time. Einstein also showed that gravity acts

on energy as well as on matter. This conclusion was not entirely surprising,

for Einstein had already demonstrated that matter is really a sort of con-

gealed energy. But he went further, offering an ingenious proof that grav-

ity can warp energy as well as matter. The Sun is the largest object in our

solar system and has the greatest mass. He argued that its huge mass ought

to bend the space-time around it enough to alter the trajectory of light rays
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passing close to the Sun's edge. The best opportunity for detecting this ef-

fect was during a solar eclipse, the only time when it was possible to see

stars close to the Sun. If stars at the edge of the Sun were photographed just

before a solar eclipse, he predicted that their movement would appear to slow

down just before they passed behind the Sun. As they appeared on the other

side, they would also seem to hover momentarily at the Sun's edge before

moving away from it. This effect would result from beams of starlight be-

ing bent by the Sun's mass, just as a stick seems to bend when placed in

water. In 1919, Einstein's prediction was tested during a solar eclipse and

found to be astonishingly accurate.

By pulling on both matter and energy, gravity can give the universe shape

and structure. It may be easiest to see how it does so if we stick with New-
ton's intuitively simpler notion of gravity as a "force." Newton showed that

gravity can work at very large scales but is most powerful close-up. To be

precise, the gravitational attraction between two objects is proportional to

the (square of the) mass of the two objects, and is inversely proportional

to the (square of the) distance between them. This means that gravity can

pack closely packed masses even more closely together, but has less effect

on objects separated by large distances. Gravity has even less impact on light,

fast-moving objects such as the particles that carry energy, and thus it shapes

matter more effectively than energy. Because its effects vary in these ways,

gravity has managed to create many complex structures at a number of dif-

ferent scales. This is a remarkable conclusion, for it suggests that in some
sense, and at some scales, gravity can temporarily counter the second law

of thermodynamics, the fundamental law that seems to guarantee that over

time, the universe will become less ordered and less complex (see appen-

dix 2). Instead, as gravitational energy is released (as gravity clumps mat-

ter together), the universe appears to become more ordered. Gravity is thus

one of the major sources of order and pattern in our universe. In the rest of

this chapter we will see how gravity created many of the complex objects

studied by astronomers.

Much of the history of the early universe, and of the galaxies and stars,

can be thought of as a product of competition between the force of the big

bang, which drives the universe apart, and the force of gravity, which tends

to draw the universe back together again. There is an unstable and shifting

balance between these two forces, with expansion winning at the largest

scales and gravity winning on smaller scales (up to the level of clusters of

galaxies). But gravity needs some initial differences to work with. If the early

universe had been perfectly smooth—if, say, hydrogen and helium had been

distributed with absolute uniformity throughout the universe—gravity
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could have done little more than to slow down the rate at which the uni-

verse expanded. The universe would have remained homogenous; and com-

plex, lumpy objects such as stars, planets, and . . . human beings could never

have formed.

So it is important to know how homogenous the early universe was. As-

tronomers try to measure the "smoothness" of the early universe by look-

ing for tiny differences in the temperature of the cosmic background radi-

ation. Any "bumpiness" ought to show up as slight temperature differences

in the cosmic background radiation. The COBE (Cosmic Background Ex-

plorer) satellite, launched early in the 1990s, was designed to look for such

differences, and the WMAP (Wilkinson Microwave Anisotropy Probe)

satellite, launched in June 2001, is mapping these variations with even

greater precision. COBE has shown that although the cosmic background

radiation is extremely uniform, there are tiny variations in its tempera-

ture. Apparently, some areas of the early universe were slightly hotter and

denser than others. These "wrinkles" gave gravity some differences to work

with, and it did so by magnifying them, making dense regions even denser.

Within a billion years after the big bang, gravity had created huge clouds

of hydrogen and helium. These may have been as large as several clusters

of galaxies, and locally, their gravitational pull would have been sufficient

to counteract the expansionary drive of the universe. At larger scales, the

expansionary force of the big bang remained dominant, so that over time

the gaps between these massive clouds of matter increased.

Under the pull of their own gravity, the clouds of hydrogen and helium

began to collapse in on themselves, as atoms of hydrogen and helium were

packed ever more closely together. As the gas clouds shrank, some regions

became denser than others and began to collapse more rapidly; in this way,

the original clouds broke into smaller and smaller clumps at many differ-

ent scales, from that of whole galaxies to single stars. As gravity packed each

cloud into ever smaller spaces, pressure built up in the center. Increasing

pressure means increasing temperatures, and so, as they shrank, each gas

cloud began to heat up. Within the smaller clumps, which contained a mass

equivalent to several thousand stars, there appeared regions of enormously

high density and extreme heat; it was in pockets within these cosmic nurs-

eries that the first stars were born. 3

As the core regions heated up, the atoms within them moved faster and

faster, and collided more and more violently. Eventually, the collisions were

violent enough to overcome the electric repulsion between the positively

charged nuclei of hydrogen atoms. (These repulsive forces depend partly

on the number of protons, or positive charges, in the nuclei, so this reaction
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occurs most easily in hydrogen atoms and becomes progressively more

difficult to achieve with larger atoms.) Wherever temperatures reached 10

million degrees C, pairs of hydrogen atoms fused to form helium atoms,

each of which has two protons in its nucleus. This nuclear reaction, known

as fusion, is what happens at the center of a hydrogen bomb. As hydrogen

atoms fuse into helium, a tiny amount of matter is transformed into a huge

amount of energy according to Einstein's formula, E = me2
: the energy re-

leased is equal to the mass that is transformed multiplied by the speed of

light squared. Because the speed of light is an enormous figure, Einstein's

equation tells us that an enormous amount of energy is released by the trans-

formation of even tiny amounts of matter. To be precise, when hydrogen

atoms fuse to form an atom of helium, they lose about 0.7 percent of their

mass; we know this because a helium atom weighs less than the hydrogen

atoms used to construct it. The lost mass has been converted into energy.4

Stars are like massive hydrogen bombs with so much fuel that their "ex-

plosions" can continue for millions or even billions of years. And this is how
the first stars lit up the billion-year-long night of the early universe.

The colossal heat and energy generated by fusion reactions resist the force

of gravity, so as they light up, young stars stop collapsing. And it is this bal-

ance between the expansionary force of the nuclear explosions at their cen-

ter and the attractive force of gravity that tames the violent energies at the

heart of all stars. Stars form durable structures because they are the result

of a negotiated compromise between gravity, which crushes matter together,

and the explosive force of fusion reactions, which forces matter apart. The

negotiations are continuous; if the center heats up, the star expands and thus

cools down— so it contracts again, in a negative feedback cycle analogous

to that in an air-conditioning system. (If the air gets too hot, the system

switches on and cools the air down again.) We can watch these negotiations

in the pulsations of variable stars. But normally, the underlying truce en-

dures for millions or billions of years, as long as the star exists.

The lighting up of the first stars was a momentous turning point in the

history of the universe, for it marked the appearance of a new level of com-

plexity, of new entities operating according to new rules. What had been bil-

lions and billions of atoms, drawn together by the force of gravity, suddenly

became a new organized structure—one that could last for millions or bil-

lions of years. The moment of transition occurred when a slight increase in

temperature ignited fusion reactions throughout the core of the proto-star,

thereby transforming gravitational energy into heat energy and creating a

new and more stable system of energy flows. Stars organize the atoms they

contain into new, durable configurations, which can handle huge energy
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flows without disintegrating. This, we will see, is the characteristic pattern

of all such thresholds. New configurations emerge quite suddenly as once

independent entities are drawn into new and more ordered patterns, held

together by an increasing throughput of free energy (see chapter 4). But, as

is true of all these structures, they are held together only with difficulty, so

none is eternal. New levels of complexity are characterized, therefore, by a

certain fragility and by the certainty of eventual collapse. The second law

of thermodynamics ensures that all complex entities will eventually die; but

the simpler the structure, the better its survival chances, which is why stars

live so much longer than humans (see appendix 2).

Many of the first stars are still around today, 13 billion years later. Most

can be found in the centers of galaxies, or in the huge balls of stars known

as globular clusters, which orbit most galaxies in large spherical tracks. The

earliest stars probably formed during the chaotic and rapid collapse of rel-

atively formless clouds of gas. They can be detected today by their erratic

orbits and by the absence of elements heavier than hydrogen and helium,

because those were the only elements available when they were formed. In

the crowded early universe, embryonic galaxies often blended into each

other, and these mergers help explain the erratic orbits of many of the old-

est stars.

As galaxies formed and merged in the early universe, gravity went to

work on them, sculpting many into a shape that is surprisingly common in

the universe. As the ragged galaxies of the early universe were pulled to-

gether by gravity, different parts were dragged toward the center in huge

arcs; and minor variations in the movements of these arcs ensured that each

cloud began to spin, like water going down a drain. As each cloud contracted,

the rotation accelerated, as happens when skaters fold in their arms. Like a

spinning ball of dough, the areas spinning fastest were flung out by cen-

trifugal force, and the entire cloud began to flatten into a sort of cosmic pizza.

These simple processes, all dominated by the force of gravity, explain why

so many of the largest clouds of matter in the universe, even at the scale of

galaxy clusters, take the form of spinning disks, which the Soviet theorist

Yakov Zel'dovich has called "crepes." We will see that the same rules also

operate at smaller scales, which is why our solar system would also look like

a huge, flat disk if we could see it from a distance.

By the time a second generation of stars began to form, these processes

had transformed some of the larger galaxies, such as the Milky Way, into

huge and more or less regular disks. This change is reflected in the more or-

derly orbits of younger stars, such as our own sun, which, traveling at the

stately speed of 800,000 kilometers an hour, takes about 225 million years
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to process once around the center of the Milky Way. Similar mechanisms

shaped other galaxies, creating a universe populated by galaxies of stars, con-

structed in different ways but often forming regular, rotating disks. Star for-

mation continues to the present day. In the Milky Way, about ten new stars

are formed every year.

A COSMOLOGICAL MENAGERIE: BLACK HOLES, QUASARS, AND DARK MATTER

The early universe contained stranger objects than stars. At the center of

most galaxies, densities were so great that huge clouds of matter and en-

ergy kept collapsing even at temperatures high enough to start fusion re-

actions. Here, gravity acquired such momentum that it crushed matter and

energy out of existence, thereby forming the bodies called black holes. Black

holes are regions of space so dense that no matter and no energy can escape

their gravitational pull, not even light. This means we can never directly

observe what goes on inside a black hole, except by entering it—and then,

of course, we could never return to report our findings. Black holes are so

dense that to form one from our earth, we would have to crush it into a ball

with a diameter of about 0.7 inches. 5

There has been much fascinating speculation about the true significance

of black holes. Recently, for example, it has been suggested that black holes

may be what new universes look like from the outside. Each may represent

a separate universe, beginning with its own big bang. Lee Smolin has ar-

gued that if this is true, we may have an explanation for some other oddi-

ties of our universe. In particular, we may be able to explain why so many
crucial parameters—such as the relative strength of the fundamental phys-

ical forces, or the relative size of fundamental nuclear particles—seem pre-

cisely tuned to create a universe capable of producing stars, elements, and

complex entities such as ourselves. On Smolin's assumptions, only universes

that can produce black holes can have "offspring." If we add a further as-

sumption, that new universes differ only slightly from their "parent" uni-

verse, we see that a process akin to Darwinian selection may be at work. 6

After many generations, the hyperspace in which these many universes ex-

ist is likely to be dominated by those universes that have the precise qual-

ities needed to produce black holes, however statistically improbable these

universes may be, because all other universes will be sterile. But if a uni-

verse can produce black holes, it can probably produce other large objects as

well, such as stars, and many other kinds of complex structures besides. Such

ideas suggest that there may be new levels to our modern creation myth
above the level of the universe, and that a "hyperuniverse" could exist that
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is far older than 13 billion years, and much bigger than our universe. But

at present, we have no way of proving or disproving these grandiose ideas.

So we can safely return from these speculations to the universe we know.

Black holes can tell us some important things about our own universe and

the galaxies that populate it. They are so dense that the gravitational forces

they exert can generate energies much larger than those produced within

stars. It is likely that a black hole lurks at the center of the Milky Way, 27,000

light-years away in the direction of the constellation Sagittarius. It may be

identified with a powerful source of radio waves known as Sagittarius A,

and it probably has a mass about 2.5 million times that of our own sun.

The existence of black holes at the center of many galaxies may help ex-

plain another strange object, the quasar, or "quasistellar radio source." The

first quasars, the brightest objects known to modern astronomy, were de-

tected by Australian astronomers in 1962. They shine more brightly than

even the largest galaxies, though they are no larger than our solar system.

They are also extremely remote. Most are more than 10 billion light-years

away, and none is closer than 2 billion light-years from us. So when we look

at quasars, we are seeing objects that existed early in the universe's life. Cur-

rently, it seems likely that their energy comes from huge black holes that

suck in large amounts of matter from the galactic material surrounding

them. Quasars thus consist of black holes plus star food. Quasars were par-

ticularly numerous early in the life of the universe, because at that time

galaxies were crowded more closely together, and black holes were better

fed. Since then, the universe has expanded, galaxy clusters have moved far-

ther apart, and the pickings have become leaner for galactic black holes. So,

though most galaxies may still have black holes at their centers, few of these

beasts now consume enough to create quasars. And as most quasars do not

live more than a few million years because of their prodigious appetite for

star dust, they are rare in the modern universe. Quasars are the astronom-

ical equivalent of dinosaurs, though the black holes that powered them still

survive at the centers of most galaxies, waiting for unwary stars to fall into

their clutches.

Galaxies and stars make up most of the visible universe. But observa-

tions of the movements of galaxies and galaxy clusters have led to the embar-

rassing conclusion that we are seeing only a tiny part of what is actually

out there. Indeed, what we can see may constitute no more than 10 percent,

and perhaps as little as 1 percent, of the matter in the universe. Using the

basic laws of gravity, astronomers can calculate roughly how much matter

is in a group of galaxies by studying the way they rotate, and such studies
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show that galaxies contain perhaps ten times as much matter as we can see.

Astronomers refer to this matter as dark matter, which is really a way of

expressing their puzzlement.

Finding out what makes up this huge amount of material is one of the

central projects of modern astronomy. At present, there are two main types

of candidate. First, it may consist of tiny particles, each much smaller than

electrons but collectively more massive than all other forms of matter. These

are known as WIMPs, or "weakly interacting massive [in the sense of hav-

ing mass

]

particles." The current best bet for such a particle is the neutrino,

a particle that may or may not have any mass. If it does have mass, it is no

more than 1/500,oooth the mass of an electron. However, there are about

one billion neutrinos for every other particle, so that even if their individ-

ual mass is tiny, they may make up most of the material in the universe. If

we could see neutrinos, the universe would seem like a huge neutrino fog,

contaminated by tiny specks of matter. Alternatively, there may be many
large objects that we cannot see because they do not emit light or other forms

of radiation. These may consist of the corpses of stars, or planetlike objects.

These are referred to as MACHOs, or "massive compact halo objects." Re-

cently, a third possibility has emerged, which may offer an elegant solution

to the problem of dark matter: dark matter may really be dark energy. As

we have seen, energy also exerts a gravitational pull. So perhaps the so-called

vacuum energy discovered in the late 1990s, which seems to be accelerat-

ing the rate at which the universe is expanding, constitutes as much as 70

percent of the mass/energy of the universe. If so, it may account for most

of the extra gravitational pull observed by astronomers. In this scenario, dark

matter may account for no more than 25 percent of all the stuff in the uni-

verse, while the visible universe makes up merely 5 percent. 7

THE LIFE AND DEATH OF STARS

Stars, like people, have biographies. They are born, they live, they change,

and they die. And today we know a great deal about the typical life cycles

of stars. This knowledge is derived largely from studying the spectra of

starlight. As we saw in the previous chapter, careful analysis of the ab-

sorption bands (the frequencies at which energy has been absorbed as it

travels through stars) can tell us much about the materials within stars. It

can also tell us how hot they are. As astronomers have studied the spectra

of more and more stars over the last century, they have built up a picture

of the different stages of a star's life, and of the different types of stars that

can exist.

The most important single feature of stars is their size, or rather the size
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of the initial cloud of material from which they form. This determines many
features of a star, including its brightness, temperature, color, and life span.

If the initial cloud is smaller than about 8 percent of our own sun's size, its

center will never get dense or hot enough to fuse hydrogen, and no star will

form. At best, there may appear a brown dwarf: an object with a faint glow,

a bit like the planet Jupiter. Brown dwarves are half planet and half star,

though recent observations of orbiting material around them suggest they

are formed in much the same way as stars even if they are never quite large

enough to ignite.
8 On the other hand, if the initial cloud is more than 60 to

100 times the size of our sun, it is likely to split into two or more regions

of star formation as it collapses, which explains the large number of double

or multiple star systems observed by astronomers. Between these extremes,

it is helpful to think of two main sizes: the majority of stars, which range

from much smaller than the Sun to about 8 times its size, and those that

are between 8 and 6o times the size of our sun.

The amount of material in the embryonic star cloud determines the grav-

itational pull of the cloud, the speed with which it shrinks, and the density

and heat at its center. The heat at the center of a new star determines the

speed at which it burns up its available fuel. Thus large stars are much hot-

ter than small stars; though they contain more material, they also burn their

fuel more rapidly, live more dangerously, and die sooner. Stars 10 times larger

than our sun may have life spans of a mere 30 million years, while even

larger stars may live for only a few hundred thousand years. Smaller stars,

from twice the size of our sun down to Vw its size, have less dense and there-

fore cooler cores. So they burn their fuel more prudently. The smallest stars

may have life spans of hundreds of billions of years, many times the present

age of the universe.

Most stars, like our sun, burn their fuel more slowly than the giants. But

eventually, they use up their hydrogen, and their cores fill with helium. At

that point, the fusion reactions using hydrogen, which have sustained the

star during most of its life, can continue no longer. The central region starts

to cool and to collapse in on itself. But the collapse increases the internal

pressure, which causes the star's interior to heat up again, so that the star

seems to rebound, swelling to many times its previous size. If the star is

large enough, the initial collapse may raise the temperatures at its core to

100 million degrees C. At this temperature, new fusion reactions begin that

use helium as their initial fuel. But these reactions convert much less mass

to energy than hydrogen fusion, so they don't last as long. Stars run out of

helium quite quickly; and when they do, the center collapses again and the

outer layers swell even further, sometimes being thrown out into space. A
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series of reactions of this kind, each requiring higher temperatures, produces

many new elements, the most abundant of which are carbon, oxygen, and

nitrogen. Our sun, for example, will maintain this sequence until it starts

producing carbon, but will go no further, while slightly larger bodies may
be able to maintain the sequence up to oxygen. In this way, aging stars cre-

ate many of the elements in the early parts of the periodic table; the largest

stars of all manage, in their final stages, to produce iron (atomic number
26), whose creation requires temperatures of between 4,000 and 6,000 mil-

lion degrees. This sequence of reactions ends with iron. When old stars die,

their ashes, containing all these new elements, are scattered around them,

creating stellar graveyards that are more complex, chemically, than any re-

gion of the early universe.

In their dying phases, many stars swell into red supergiants; an example

is Betelgeuse in the constellation of Orion. When our sun reaches this phase,

in about 5 billion years, it will expand so much that both Earth and Mars
will be within its outer layers. (Betelgeuse is so large that if it were placed

where our sun is, the earth would be buried halfway between its center and

its surface.) Eventually, when they run out of fuel, small- to medium-sized

stars begin to cool, turning eventually into star cinders known as white

dwarfs. They are extremely dense, and closer in size to earthlike planets than

to stars. Over billions of years, most of them cool down, and their lives as

stars ends.

Giant stars, larger than about 8 times the size of our sun, have even more
dramatic life histories. Because these stars are large, the pressure and tem-

perature at their cores are much higher, so they can manufacture elements

up to silicon and, as noted above, even iron. In their final stages, they make
different elements, layer by layer, in a frenetic attempt to keep pumping out

energy and to avoid gravitational collapse. But when they finally run out of

fuel, their end is much more spectacular than that of medium-sized stars.

When they have no more energy to support themselves, gravity takes over

and folds them up in a sudden and catastrophic collapse that may last no

more than a second. This creates the phenomenon known as a supernova.

So much energy is generated in a supernova explosion that, for a few weeks,

it may shine with the energy of too billion stars, or an entire galaxy. If the

original star is less than 30 times the size of our sun, its collapse may leave

behind a neutron star. These are objects whose atoms have been crushed so

tightly together that their electrons fuse with protons and turn them into

neutrons. In neutron stars, an object with the mass of our sun may be con-

centrated into an area the size of a large modern city. Neutron stars can spin

at rates as fast as 600 times a second. They were first detected on Earth (in
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1967) as pulsars, because, as they spin (if that happens to be at an angle con-

venient for Earth-bound astronomers), the energy they emit seems to strike

Earth in short pulses. The Crab Nebula contains a neutron star that spins

30 times each second, and is the remnant of a supernova explosion detected

by Chinese astronomers in 1054 ce.

Stars more than about 30 times the size of our sun collapse even more

violently, and their core regions may be crushed into a black hole. Just out-

side the core, protons and electrons are combined to form neutrons, and a

huge stream of neutrons and neutrinos flees the dying star. This vast pulse

creates a cauldron with temperatures of several thousand million degrees.

Momentarily, in the extraordinarily high temperatures of a supernova, a

new threshold of some kind is crossed, for in this furnace it is possible to

bake elements much heavier than iron. Indeed, in a few moments, super-

nova explosions can manufacture all the elements of the periodic table, up

to uranium. These are then blasted deep into space. The elements that dom-
inate this galactic alchemy are oxygen and lesser amounts of neon, magne-

sium, and silicon, which, as a result, are some of the commonest heavier el-

ements in interstellar space. The most recent supernova of this type was

detected on Earth in February 1987; it was the brightest supernova to be ob-

served from Earth since 1604, when one exploded within the Milky Way.

The supernova whose light reached us in 1987 was in the Large Magellanic

Cloud, a neighboring galaxy that can be seen in the southern sky. It marked

the death throes of a star previously known as Sanduleak -69 202; in its final,

red giant phase, it had a diameter about 40 times that of our sun. This super-

nova blew up about 160,000 light-years away from us, which means that it

actually occurred 160,000 years ago. Many "new stars" recorded earlier in

human history may also have been supernovae, including the star reported

at the birth of Jesus. Because large stars have short lives, supernovae have

been fertilizing interstellar space with new chemicals since the formation

of the earliest galaxies. The gold or silver ring you may be wearing was made
in a supernova. Without supernovae, we could not exist.

9

There is a second kind of supernova, known as a la supernova, which is

created by the explosion of white dwarf stars fed with new material from

neighboring stars. These explosions are even brighter than the supernovae

created by the death of large stars, and they eject particularly large amounts

of iron, along with other heavy elements.

The story of star deaths is a vital part of the story of life on earth, for

stars created both the raw materials from which our world is created and

the energy that fuels the biosphere. The heavier elements scattered through-

out the galaxy were first formed in stars and in supernovae. As the universe
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aged, the proportion of new elements (other than hydrogen and helium)

has steadily increased. Without the chemically rich environment created by

stars and supernovae, our earth could not have been born, and life could not

have evolved. So, the chemicals we are made from were created in three dis-

tinct stages: while most hydrogen and helium was created during the big

bang, most elements from carbon (atomic number 6) to iron (atomic num-
ber 26) were formed inside medium and large stars, and most other elements

were formed in supernovae. The first generation of stars, formed in the early

universe, could not possibly have sustained life. But later generations of stars,

such as our own sun, could.

The energy that drives the biosphere is also derived largely from stars.

Direct sunlight is one of the most important of all sources of energy on Earth.

But for humans in the past two centuries, the sunlight stored long ago in

coal and oil has been almost as important. In addition, many important

processes on the earth are driven by the earth's internal heat engine, whose

heat was generated partly during the formation of our sun and comes partly

from radioactive elements created in supernovae. In all these ways, the life

histories of stars are a vital component of the story of life on Earth.

CREATION OF OUR SUN

Like all stars, our sun was born in the gravitational collapse of a cloud of

matter. A nearby supernova probably triggered the collapse. The shock waves

from this huge explosion rippled through gas clouds that had formed in a

region of our galaxy's spiral arm, about 27,000 light-years from its center,

or 40 percent of the way to its edge. As they did so, the material in these

clouds was rearranged, like sand on the vibrating surface of a drum. In this

way, a whole stellar tribe was born, with hundreds of new stars.

All of them count as second- or third-generation stars, for they formed

from material that contained many other elements in addition to hydrogen

and helium. The primordial gases accounted for 98 percent of the material

in the cloud from which our sun formed (hydrogen made up ca. 72 percent;

helium, ca. 27 percent). But many other elements were also present, in-

cluding carbon, nitrogen, and oxygen (which now account for 1.4 percent

of all matter in the universe), and also iron, magnesium, silicon, sulfur, and

neon (which account for another 0.5 percent). These ten elements, all cre-

ated either during the big bang or within large stars, represent all but 0.03

percent of the mass of atomic matter in our part of the galaxy, while the re-

maining elements were created in supernovae. 10 The presence of elements

heavier than hydrogen and helium, as well as many simple chemicals

formed from these elements, explains why, unlike the first generation of
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stars, our sun (and perhaps many of its sibling stars) was born with an at-

tendant group of satellites. These are the planets of the solar system (see

chapter 3).

As with all stars, many features of the Sun are determined by its size. It

is a yellow star (spectral type G2), which means that it falls in the middle

of the range of brightness of stars. However, most stars (about 95 percent)

are smaller and cooler than the Sun. 11
It is extremely big compared to the

earth. Its diameter of almost 1.4 million kilometers is more than 4 times the

distance from the earth to the Moon. Nevertheless, our sun is not large

enough to collapse into a supernova when it dies. But it is not small enough

to live to a very old age. It was born about 4.6 billion years ago, and will live

for another 4 to 5 billion years. It has existed for about a third of the life of

the universe and is halfway through its own life cycle. Like all stars, it is

powered by a huge, stable, nuclear explosion in its core, whose temperature

is about 15 million degrees. Here, atoms of hydrogen fuse into helium, re-

leasing large amounts of radiant energy. It can take a million years for the

photons of energy produced in these reactions to fight their way through

the dense core of the Sun and appear at the surface. There, the temperature

is a modest 6,ooo°C. From the surface, energy is radiated throughout the

solar system and deep into space. Once photons reach the surface of the Sun

they begin to move with the speed of light. After struggling through a traffic

jam of subatomic particles for x million years, it takes photons of light just

over 8 minutes to reach Earth, 150 million kilometers away.

Without the Sun, our earth could not have existed and life could not have

evolved. All the planets of our solar system were made from the Sun's de-

bris and constructed within its gravitational field. And the Sun provides most

of the light and heat energy that sustains life on Earth. It is the battery that

drives the complex geological, atmospheric, and biological processes on the

surface of our planet.

THE SCALE OF THE UNIVERSE

The universe started out unimaginably small, and is now unimaginably

large. Somehow or other, to make sense of the story of its creation, we have

to try to grasp the spatial as well as the temporal scales on which this story

has been told. We can never fully comprehend these scales, but it is worth

making the effort.

If the universe is 13 billion years old, this means we cannot see anything

farther away from us than 13 billion light-years, for nothing can travel faster

than light, and that is as far as light could have traveled since the origins of

the universe. But the universe may, in fact, be bigger than this, because the
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notion of inflation suggests that in the first second of its existence, the space-

time in which the universe is embedded expanded much faster than the speed

of light. If so, the real universe may be billions of billions of times larger

than the observable universe. Indeed, if different parts expanded in differ-

ent ways, there may be billions of different universes, each with slightly

differently physical laws.

In practice, of course, even the size of the visible universe is impossible

to grasp. To get from the size of the smallest subatomic particle to the largest

known cluster of galaxies, we must multiply by ten 36 times. The largest

galaxy cluster is io36 times the size of the smallest known particle.
12 Such

statements mean little to us; to even begin thinking about these scales, we
have to make a special imaginative effort. It may help to use a thought ex-

periment that can shock us into some appreciation of very large scales.

Large galaxies such as the Milky Way contain something like 100 billion

stars each. Larger galaxies may contain up to 1,000 billion, while the more
numerous dwarf galaxies may contain as few as 10 million, so 100 billion

may adequately approximate the average galaxy size. As far as we know,

there are also something like 100 billion galaxies in the observable universe.

How large is 100 billion? Imagine a pile of 100 billion rice grains: it would
be large enough to fill a building the size of the Sydney Opera House. 13 That

suggests how many stars there are in just our own galaxy. To represent the

number of stars in the entire visible universe, you would have to build a

hundred billion opera houses, each filled with rice grains. (This total num-
ber of rice grains may be roughly equivalent to the number of grains of sand

on all the deserts and beaches of the earth.) 14 But let us concentrate on the

one opera house, imagining that it represents our own galaxy, the Milky
Way. If we now use the rice grains to make a scale model of the Milky Way,
what would be the distance from our star, sitting in the center of the Syd-
ney Opera House, to the closest rice grain? The nearest star to us is Prox-

ima Centauri, which is part of the triple star system of Alpha Centauri, the

third-brightest starlike object in the night sky. If our sun were the size of a

rice grain in the Sydney Opera house, Proxima Centauri would be near the

Australian city of Newcastle, about 100 kilometers away, which represents

a mere 4.35 light-years (more than 40,000 billion km or ca. 25,000 billion

miles). Altogether, about twenty-six stars lie within 12 light-years of Earth.

(One is Sirius, which appears as the brightest star in our sky partly because

it is so close—only 8.6 light-years away—and partly because it is more than

twice as massive as our sun and twenty-three times as bright.) To begin

grasping the size of just our own galaxy, we must imagine all the rice grains

in the Opera House spaced out on this scale.
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Here's another way of trying to grasp these scales. A jumbo jet takes about

four or five hours to cross a large continent like Australia or the continen-

tal United States. How long would it take the same jet to reach the Sun?

(How many airline dinners would we have to eat before we got there?) In

a Boeing 747 cruising at ca. 900 kilometers (550 miles) per hour, it would

take us almost twenty years to reach the Sun, which is ca. 150 million kilo-

meters (ca. 95 million miles) away. To reach our closest neighbor, Proxima

Centauri, would take the same jumbo jet over 5 million years! This is the

distance between next-door neighbors in a galactic city of 100 billion stars.

To get a feeling for the size of the entire galaxy, the Milky Way, remember

that it takes light only 8 minutes to reach Earth from the Sun, but would

take about 4 years and 4 months to reach Proxima Centauri. The same light

beam would have to travel for another 30,000 years, or 10,000 times the

distance to Proxima Centauri, before it would reach the center of our galaxy.

Though rough-and-ready, these thought experiments may help us be-

gin to imagine how large the universe is. They also suggest how small, in

absolute terms, are the scales that normally concern us as human beings.

On the scale of the universe, our sun and earth are infinitely small specks

of matter.

These calculations suggest something else that is important for under-

standing human history. The placing of our earth within the universe is by

no means random. We can exist only because we are in an atypical region.

Most of space is empty and cold. Indeed, our thought experiments were con-

cerned with a galaxy, a region of space that contains unusual amounts of

matter. Beyond galaxies, matter is much less dense. Our earth exists within

a region unusually rich in matter, in a large galaxy, in which supernovae

have generated a broad variety of elements. Within that galaxy, we live in

a region of star formation, close to a mature star. Even in the densest part

of the galaxy, the disk, regions of empty space normally contain only about

one atom in each cubic molecule. But in the earth's atmosphere, there may
be 25 billion billion molecules in the same space. 15 And pouring through

this matter is the energy emitted every second by the Sun. In other words,

human history has taken place in a pocket of the universe that is dense in

matter and packed with energy. It is the extraordinary richness and com-

plexity of this environment that made life possible.

SUMMARY

After about 300,000 years, the early universe consisted mainly of huge

clouds of hydrogen and helium. These contained the raw materials from

which future stars and galaxies were to be created. About a billion years af-
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ter the universe formed, the first stars appeared in regions where hydrogen
and helium were more concentrated. Gravity pulled these dense clouds of

gas into flat, rotating disks at many different scales. At the smallest scales

were clouds of matter roughly the size of our solar system. As they col-

lapsed, their centers heated up until the hydrogen at the center began to

fuse into helium. These nuclear reactions released energy that prevented

the center from collapsing further, and created the stable cores of stars. Stars

burn hydrogen. Once that is used up, large stars can burn helium and even

more complex elements up to iron, at which point further fusion demands
more energy than is available. The largest stars burn their fuel fast and even-

tually collapse in the huge explosions known as supernovae. It is within su-

pernovae that most of the more complex chemical elements are created.

Smaller stars burn more slowly and at lower temperatures, they live longer,

and they eventually cool more gradually, like cinders, when they have run

out of fuel.

We live in a universe that has been made much more complex chemi-

cally by the life and death of stars. Indeed, the complex objects that domi-
nate our earth and our history could not have existed in the much simpler

environment of the early universe.

FURTHER READING

Ken Croswell's Alchemy of the Heavens (1996) is a good introduction to

the life of stars, while Timothy Ferris's Coming of Age in the Milky Way
(1988) is a superb history of modern astronomy. Armand Delsemme, Our
Cosmic Origins (1998), is a good introduction, while Cesare Emiliani, The

Scientific Companion (2nd ed., 1995), gives some technical details in a highly

accessible form. The works of Isaac Asimov are very readable, but becom-
ing dated. John Gribbin's Genesis (1981) is a superb popular history of the

universe and our place within it, but cosmology is changing so rapidly that

it, too, is getting dated. Martin Rees, just Six Numbers (2000), and Lee

Smolin, Life of the Cosmos (199®)' 8*ve a sense of some of the more spec-

ulative ideas around in modern astronomy. In Cosmic Evolution (2001), Eric

Chaisson offers a fascinating attempt to define the level of complexity we
find in stars. Charles Lineweaver's short essay "Our Place in the Universe"

(2002) provides a sense of the universe's "geography" and spatial scales.
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ORIGINS AND HISTORY OF THE EARTH

The previous two chapters surveyed regions so vast that light can take bil-

lions of years to cross them and the stars they contain may be as numerous

as grains of sand on a beach. Toward the end of chapter 2, we zoomed in on

one region of a single galaxy the Milky Way. In this chapter, we shift to a

more intimate scale, that of a single star and one of its planets. On this tiny

scale, we think of our local star as "the Sun"—and it seems to dominate our

universe. So it is not surprising that many earthly religions regard the Sun

as the supreme god. But the earth is where we live, and in many religions

the earth is the mother and nurturer. The Greeks called her "Gaia."

Our earth, like the other planets and moons of our solar system, is a by-

product of the creation of our sun. Gravity, though not the only active agent,

dominates this story as it does the story of star formation in general. Our
understanding of how the solar system was created has been revolutionized

since the 1960s, through the use of satellites that have let us travel, at second-

hand, through much of the solar system.

THE SOLAR SYSTEM

The planets of our solar system, including our own earth, were created at

the same time as our sun, about 4.56 billion years ago. They are all about

one-third of the age of the universe. Studies of the composition and motion

of the Sun, the planets, and the moons and meteorites within the solar sys-

tem, together with recent observations of planet formation around nearby

stars, give us considerable confidence in modern explanations of how our

solar system formed. But there remains some uncertainty about the details.

The Sun contains perhaps 99.9 percent of the matter in the solar system.

What interests us now is the remaining 0.1 percent, for it is from that tiny
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residue that all the planets, including our earth, were born. We have seen

that as clouds of matter shrink, gravity tends to spin them and flatten them

into disks. The solar nebula, the cloud of gas and dust from which our so-

lar system formed, was no exception. As the Sun formed during a period of

about 100,000 years, its gravitational pull drew most of the matter in the

solar nebula to the center. But wisps of dust and gas, held at a distance by

centrifugal forces, orbited the Sun like the rings around the large, gassy plan-

ets of Saturn, Jupiter, Uranus, and Neptune. We can be sure of this because

in the late 1990s, astronomers managed for the first time to see similar disks

around newly formed stars in our suburb of the Milky Way. The solar neb-

ula consisted almost entirely of hydrogen and helium (ca. 98 percent of its

mass), with other elements sprinkled through it in minuscule amounts.

As the Sun lit up, the inner rings of the solar nebula were heated more

than the outer rings. This heat drove the more volatile (gassy) materials

away from the inner regions. But farther out, from about the orbit of the

future Jupiter on, it was cold enough for volatile gases to become liquids or

solids. As a result, the inner orbits contained much more rocky material,

while the more volatile materials accumulated farther from the Sun. This

explains why the inner planets are rocky, while the outer planets (from

Jupiter outward) are dominated by substances such as hydrogen and helium

that are gases on earth. It also explains why the outer planets are so big:

Jupiter contains more than 300 times the mass of Earth (though it is still

only ca. Viooo the size of the Sun), and Saturn almost 100 times Earth's mass.

(Pluto, which is much smaller even than our moon, is no longer reckoned

to be a true planet but rather the largest of the surviving planetesimals.)

Water (ice) is the most common of all simple chemical compounds, as it is

formed from the two most abundant reactive elements, hydrogen and oxy-

gen. So, planets that formed at distances where water was normally a solid

were bound to be larger than those formed in regions where water existed

as a gas and could easily be driven away. The larger mass of the outer plan-

ets also made it easier for them to capture elements such as hydrogen and

helium that remain gases even at extremely low temperatures. To this day,

the solar system is divided into two main populations of planets: an inner

ring of smallish, rocky planets, with densities exceeding 3 grams per cubic

centimeter, and an outer ring of huge but less dense planets, with densities

of less than 2 grams per cubic centimeter.

Though temperatures and materials varied from orbit to orbit, within

each orbit particles of matter collided with each other or were drawn together

by gravity. Sometimes, they stuck together, held by electrostatic forces—

the same forces that enable a piece of rubbed amber to lift scraps of paper.
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In a mechanism first guessed at by the German philosopher Kant in 1755,

and known to astronomers as accretion, small, soft blobs of rock were formed

from these gentle collisions. These formed lumps the size of snowballs, which

grew into objects such as meteorites and then into planetesimals. Like

dodgem cars, the planetesimals followed chaotic orbits and frequently col-

lided with each other. As they grew larger, the collisions became more vio-

lent. Within 100,000 years, there existed many small planetesimals up to

10 kilometers in diameter. Modern comets such as Halley's comet are mostly

survivors from this early stage of the solar system's history, and thus they

help us imagine what some of these early planetesimals may have looked

like. However, the comets that survive today mostly fell into more eccen-

tric or more remote orbits, partly under the gravitational tug of the emerg-

ing superplanet, Jupiter. As a result, they escaped being incorporated into

planets. Billions of comets still orbit beyond the outer planets in the Oort

Cloud, which begins beyond Neptune, at more than 35 times Earth's dis-

tance from the Sun. Most are tiny, but some, such as Chiron, may be up to

200 kilometers in diameter.

About 100,000 years after the formation of the Sun, the newly formed

sun blasted away the remaining gas and dust particles in the inner orbits,

in what is known as the TTauri wind. This is a phenomenon commonly as-

sociated with young stars. Presumably, the T Tauri wind also swept away

any young atmosphere on the planetesimal that would eventually form the

earth. What remained in the inner orbits were the solid planetesimals too

large to be affected by the solar wind. Gradually, in all orbits, the largest

planetesimals lured smaller objects into their gravitational nets, until the

largest in each orbit had swept up most of the remaining material within

its reach. In this way, perhaps within a million years of the Sun's forma-

tion, there emerged some thirty proto-planets, similar in size to our moon
or to Mars; each dominated a particular orbit, and all circled in the plane of

the original solar disk. During the next hundred million years, these con-

solidated into the planetary system we see today.

The inner planets (Mercury, Venus, Earth, Mars, and the asteroids) were

made mainly from silicates (compounds of silicon and oxygen), as well as

metals and trapped gases. Earth, for example, is made up of oxygen (almost

50 percent) and smaller amounts of iron (19 percent), silicon (14 percent),

magnesium (12.5 percent), and many other elements of the periodic table.

Between Mars and Jupiter, the asteroids may be the remnants of a "failed"

rocky planet, whose formation was disrupted by the strong gravitational pull

of nearby Jupiter. Jupiter, the largest of the planets, probably formed quite

rapidly, perhaps 50 million or more years before Earth. 1
It is almost large
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enough for nuclear reactions to have begun in its center. It is almost, but

not quite, a small star. If Jupiter had been slightly larger, then the solar sys-

tem might have had two suns, and its structure and history would have been

very different. The planets would have orbited in much less stable patterns,

and it seems unlikely that life could have emerged on any of them.

The disks of matter that exist around all the larger planets (most spec-

tacularly in the case of Saturn) show that all were large enough to have

formed with their own nebulae, just like embryonic stars. In fact, Jupiter's

nebula was so similar to that of the Sun that its inner moons, Io and Eu-

ropa, are quite rocky, while its outer moons are more gassy, presumably be-

cause radiation from the early planet drove gassy elements away.

Is our solar system unique, or are solar systems quite common? Until

recently, astronomers had no direct means of detecting the existence of plan-

ets around even the closest stars. It seemed that the solar system might be

unusual, perhaps even singular. However, in 1995 astronomers for the first

time demonstrated the existence of a planet orbiting another star, by care-

ful measurements of slight wobbles in the star's motion. In the next six years,

almost seventy other planets were identified in the same way. In May 1998,

the Hubble Space Telescope took what seems to be the first photograph of

a planet. It was huge—three times the size of Jupiter—and seems to have

been ejected by a system of binary stars in the constellation of Taurus. 2 As-

tronomers have also photographed the accretion disks of embryonic solar

systems. Such evidence suggests that solar systems may be quite common,

though their exact structures may vary greatly. If only 10 percent of stars

form with attendant planets, as recent evidence suggests, then even within

our own galaxy there could be billions of stars with solar systems of some

kind. This means that the astronomical niche in which we exist, though un-

usual on the scale of the universe, is not rare. Just within the Milky Way,

there may be millions of planetary systems capable, in principle, of sup-

porting life of some kind. Does this mean that life is common in the uni-

verse? We will return to this question below, and also in chapter 4, when we
examine how life itself first appeared on Earth.

THE EARLY EARTH: MELTDOWN AND COOLING

Accretion was a chaotic and violent process, and it became more so as plan-

etesimals grew in size and gravitational pull. Within each orbit, collisions

between planetesimals generated immense heat and energy. How violent

these processes were is suggested by the odd tilt and spin of many of the

planets, which indicate that each of the planets was, like a billiard ball, struck

at some stage by another large body of some kind. Visual evidence of these
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processes can be seen by looking at the surface of the Moon. Because the

Moon has no atmosphere, its surface is not subject to erosion, so it retains

the marks of its early history. And its face is deeply scarred by millions of

meteoric impacts, as you can see on a clear night with simply a pair of binoc-

ulars. For perhaps a billion years, the earth's history was quite as violent,

until the earth itself had swept up most of the remaining material in its or-

bit. The violence of this early, "Hadean" epoch of the earth's history ex-

plains why so little evidence survives from the period (see table Ai, in ap-

pendix 1). After about a billion years, collisions became less frequent. Some
planetesimals have survived, of course, to the present day. So collisions still

occur, and some have played a crucial role in the earth's history. But such

collisions are much rarer than they were in the Hadean epoch.

The early earth didn't have much of an atmosphere. Before it grew to

full size, its gravitational pull was insufficient to prevent gases from drift-

ing off into space, while the solar wind had already driven away much of

the gaseous material from the inner orbits of the solar system. So we must

imagine the early earth as a mixture of rocky materials, metals, and trapped

gases, subjected to constant bombardment by smaller planetesimals and

without much of an atmosphere. The early earth would indeed have seemed

a hellish place to humans.

As it began to reach full size, the earth heated up, partly because of col-

lisions with other planetesimals and partly because of increasing internal

pressures as it grew in size. In addition, the early solar system contained

abundant radioactive materials, which may have formed in the supernova

explosion that occurred not long before the creation of the Sun. Much of

this heat has been retained to the present day, though over time, much has

also leaked to the surface from the earth's well-insulated core. As the earth

heated up, its interior melted. Within the molten interior, different elements

were sorted out by density, in a process known as differentiation. By about

40 million years after the formation of the solar system, most of the heav-

ier metallic elements in the early earth, such as iron and nickel, had sunk

through the hot sludge to the center, giving the earth a core dominated by

iron. This metallic core gives the earth its characteristic magnetic field. The

earth's magnetic field has played an extremely important role in the his-

tory of our planet: by deflecting the many high-energy particles streaming

through space, it shielded the delicate chemical processes that eventually

generated life here.

As heavy materials headed for the center of the earth, lighter silicates

drifted upward, in a process analogous to those in a modern blast furnace.

The denser silicates formed the earth's mantle, a region almost 3,000 kilo-
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meters thick between the core and the crust. With the help of the cometary

bombardment, whose many impacts scarred and heated the earth's surface,

the lightest silicates rose to the surface, where they cooled more rapidly than

the better-insulated materials in the earth's interior. These lighter materi-

als, such as the rocks we call granites, formed a layer of continental crust

about 35 kilometers thick. Relative to the earth as a whole, this is as thin as

an eggshell. Seafloor crust (formed largely from volcanic basalts) is even

thinner, at about 7 kilometers. From the surface of the earth to its core is a

distance of almost 6,400 kilometers; thus, even continental crust reaches only

about V200 of the way to the earth's core. Much of the early continental crust

has remained on the earth's surface to the present day. The oldest portions

of continental crust, found today in parts of Canada, Australia, South

Africa, and Greenland, appear to be about 3.8 billion years old.

The lightest materials of all, including gases such as hydrogen and he-

lium, bubbled through the earth's interior to the surface. So we can imagine

the surface of the early earth as a massive volcanic field. And we can judge

pretty well what gases bubbled up to that surface by analyzing the mixture

of gases emitted by volcanoes today. These include hydrogen (H), helium

(He), methane (CH4 ), water vapor (H2o), nitrogen (N), ammonia (NH
3 ),

and

hydrogen sulfide (H,S). Other materials, including large amounts of water

vapor, were brought in by cometary bombardments. Much of the hydrogen

and helium escaped; but once the earth was fully formed, it was large enough
for its gravitational field to hold most of the remaining gases, and these

formed the earth's first stable atmosphere. Much of the methane and hy-

drogen sulfide was converted into carbon dioxide (C0 2 ), which soon dom-
inated the early atmosphere. In a carbon dioxide atmosphere, the sky would
have seemed red rather than blue to us. However, as the earth cooled, water

vapor that had accumulated in its atmosphere fell in torrential rains lasting

millions of years. These downpours created the earliest oceans. The first

oceans must have existed before 3.5 billion years ago, for we know that liv-

ing organisms existed by that date; their presence suggests that tempera-

tures at the earth's surface had fallen below ioo°C. The early oceans dis-

solved much of the carbon dioxide in the atmosphere. To a human eye the

sky would have seemed to gradually turn blue.

The fact that water exists in liquid form on the earth's surface is of fun-

damental importance to us, for it means that Earth's temperatures were suit-

able for the appearance of the complex and fragile molecules that made up
the earliest life forms. Why Earth's temperatures are so benign for life re-

mains uncertain. Perhaps in all solar systems there is a narrow band—just

far enough from the local sun not to boil, but close enough to get some
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warmth—within which life can emerge. Yet we know that atmospheres do

not evolve according to simple and predictable rules. On Venus, the early

atmosphere may have been similar to Earth's; but a thick blanket of clouds

and the greater amounts of sunlight it received caused a runaway green-

house effect, with the result that the surface of Venus is now hot enough to

boil lead. Venus has in effect been sterilized. Because it is smaller and has a

weaker gravitational pull, Mars has hardly any atmosphere today, though

it may have had more in the past. Perhaps Earth proved suitable for life be-

cause of a rare combination of circumstances, suggesting that even if the

universe contains billions of planets, few may be hospitable to life.
3 How-

ever, as we will see in chapter 5, once life formed, living organisms started

making themselves at home, shaping the atmosphere and surface of the earth

to make it more suitable for life.

Many of the ingredients of the early atmosphere (including much of its

water), together with many of the organic chemicals that formed the first

life forms, may have been brought to Earth by the comets that bombarded

its surface for the first billion years of its life.
4 This constant bombardment

may also explain the creation of the Moon, perhaps 50 to 100 million years

after the formation of the solar system. Study of moon rocks has shown that

this satellite is less dense than the earth, and contains much less iron. The

discrepancy can be explained by supposing that the earth was struck a glanc-

ing blow by a proto-planet, perhaps the size of Mars, after the process of dif-

ferentiation had been completed. The collision would have gouged out ma-

terial from the mantle and crust of the early earth, but not from its iron-rich

core. This debris would then have orbited the earth, like Saturn's rings, un-

til eventually gathering into a single object by accretion, to create the Moon.

So, about one billion years after the formation of the solar system, the

early earth had a moon; a hot iron core; a hot, semiliquid interior, the man-

tle; a thin but solid crust; seas; and an atmosphere dominated by nitrogen,

carbon dioxide, and water vapor. To us it would have seemed a hot, danger-

ous, and unpleasant place, drowned in a constant acidic rain and covered,

periodically, by huge seas of lava caused by collisions with comets or aster-

oids. But it contained all the ingredients necessary for the earliest forms of

life to evolve and thrive. Above all, it contained water, because it was far

enough from the Sun for water vapor to liquefy, but close enough to pre-

vent it all from freezing.

EVIDENCE ABOUT THE EARLY EARTH

How can we know so much about the early earth ? There is, of course, an el-

ement of speculation in the account I have given, but it is also based on a
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lot of hard data. Two types of information are so important that they are

worth discussing in more detail.

We can bore only a tiny way into the earth; to study its deep interior,

we must use indirect methods. Fortunately, methods of describing the

earth's interior have developed as a by-product of the study of earthquakes.

Geologists study earthquakes by using seismographs, which are instru-

ments that measure sudden vibrations of the earth caused by violent shocks.

By placing seismographs at different parts of the earth's surface, they can

map these vibrations with great accuracy, defining their point of origin and

their power and form. It is also possible to map how these vibrations travel

through the earth's interior. These exercises have shown that waves travel

in different ways through different types of material; from this evidence,

it is possible to map out the different layers of which the earth is composed

(see figure 3.1).

Even more remarkable are the techniques that enable us to attach ab-

solute dates to events many millions or even billions of years in the past.

Indeed, this capacity to offer precise absolute dates for events in the remote

past—including those in the early history of the earth—is one of the most

extraordinary features of the modern creation myth (see appendix 1).

In the past, remote dates had to be estimated using whatever techniques

were at hand. 5 Genealogical records provided one of the most important of

all ways of dating the past. In seventeenth-century Europe, biblical schol-

ars used the genealogical lists in the Old Testament to calculate when God
made the world. In the late eighteenth century, geologists learned how to

determine relative dates for many major geological events in the distant past

by studying the different layers in which particular fossils or rock types were

found. Relative dates cannot quite tell us when an animal lived or a partic-

ular rock was laid down, but they can tell us the order in which events oc-

curred. Paleontologists became connoisseurs of particular fossils that could

be used as precise markers of relative ages. In the hands of an expert, a par-

ticular type of trilobite or the odd, saw-toothed marks left by ancient crea-

tures known as graptolites can prove that rocks from quite different parts

of the world were laid down at about the same time. Such methods were

used to construct the earliest versions of the geological timescale, which tells

us the rough order in which different rock layers and different types of or-

ganisms appeared (see Table At). By the nineteenth century, even these

rough techniques were suggesting that the earth had to be much more than

6,000 years old. However, most scientists believed the earth had existed for

at most a few hundred million years.

Relative dating has become more and more refined, and remains a pow-
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Using seismic measurements to determine the earth’s structure

Figure 3.1. The structure of the earth's interior. We do not yet have the ability

to penetrate deep within the earth. But we can use seismic waves, the vibrations

generated by earthquakes, to determine what's there. There are three kinds of

seismic waves: primary waves, secondary waves, and surface waves. Each moves
at a different speed and is affected in different ways by the material through which
it passes. So, by analyzing the speed of arrival of different types of waves at dif-

ferent points on the earth's surface, it is possible to tell a lot about the internal

structure of the earth. The graph shows the seismographic record of the earth-

quake at the top of the upper diagram, as recorded by the seismograph. Adapted
from Cesare Emiliani, The Scientific Companion: Exploring the Physical World
with Facts, Figures, and Formulas, 2nd ed. (New York: John Wiley, 1995), p. 174:

adapted from Arthur N. Strahler, The Earth Sciences, 2nd ed. (New York: Harper
and Row, 1971), p. 397, fig. 23.22; p. 395, fig 23.17.

erful method for dating rocks. But the most important revolution in dating

occurred in the twentieth century with the emergence of what are known
as radiometric dating techniques. In many situations, these enable us to tell,

with surprising precision, exactly when a particular object was formed. So,

using these methods, we can determine absolute as well as relative dates for

many events that occurred long before humans existed. Radiometric dating

techniques are described in more detail in appendix 1.
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The dates we use to construct the modern account of the earth's creation

are based mainly on the analysis of material still drifting through the solar

system. Material on the earth's surface, or even deep within the earth, has

been recycled so often that it can tell us little about the earliest stages of the

earth's formation. The oldest datable rocks on Earth (from Greenland) are

about 3.8 billion years old, which is perhaps 800 million years after the for-

mation of the planet. To find out when the earth and the solar system were

formed, we must use materials that have remained unchanged since the early

days of the solar system's life. Meteorites (particularly the type known as

chondrites) fit the bill nicely, as they seem to consist of debris from the so-

lar nebula within which our solar system formed. This means that they

formed early in the history of our solar system; and they have changed lit-

tle since their creation. It is thus not surprising that radiometric dating tech-

niques regularly yield dates of about 4.56 billion years for meteorites. The

oldest moon rocks yield similar dates. The closeness of these dates and the

absence of anything older in the solar system suggest that the solar system

itself was created about 4.56 billion years ago.

THE ORIGINS OF MODERN GEOLOGY

How did the hot, early earth evolve into today's earth, with its blue skies,

its oxygen-rich atmosphere, its mountains, continents, and oceans?

Before the 1960s, geography and geology were already well-developed

fields of study, and they had accumulated much hard evidence about the ways

in which landforms and oceans were constructed. But they lacked a central,

organizing idea that could help explain the transition from the hostile early

earth to the earth we know today. In the late 1960s, with the appearance and

widespread acceptance of the theory of plate tectonics, earth sciences acquired

a central idea or paradigm as powerful as that of the big bang theory in mod-
ern astronomy. Then, for the first time, it became possible to tell a coher-

ent, scientific story of the earth's history.

The modern tradition of geology evolved in Europe, so it was greatly

influenced by the creation myths of Christianity. But as we have seen, the

belief that the earth had been created by God about 6,000 years ago began

to be threatened as early as the seventeenth century. A Danish scientist,

Nicholas Steno, first argued that fossils were the remains of organisms that

had once lived on earth. He also argued that mountains were built up over

long periods by familiar geological processes such as volcanic activity. These

claims had significant consequences. For example, they suggested that fish-

like fossils found high in the Alps might indeed be the remains of ancient

forms of fish. Any nonmiraculous explanation of such facts had to suppose
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that the Alps had risen up from lands that had once been under water. And
it was hard to imagine how such processes could have been compressed into

a mere 6,000 years without imagining a series of catastrophic events in be-

tween. Some geologists, taking the biblical flood as their model, did indeed

argue that the earth's history had included many catastrophic events. And
such theories made it possible, at least in some circles, to defend the bibli-

cal chronology until the nineteenth century.

But geologists became more and more skeptical. In the eighteenth cen-

tury, some began systematically to map different layers of rock. The nine-

teenth-century geographer Charles Lyell first stated clearly what came to

be known as the principle of uniformitarianism. This was the principle, al-

ready hinted at by Steno, that the earth was created not in a series of ca-

tastrophes but over huge periods of time by the same slow geological forces

that we see at work today. These included processes such as vulcanism (vol-

canic activity), which could raise land above its existing levels, and erosion,

which slowly swept the material of highlands down to the lowlands and

eventually into the sea. Lyell argued that most features of the modern world

could be explained as the result of these opposite processes, the one build-

ing mountains up while the other tended to wear them down. And in a fun-

damental work, Principles of Geology (1830), he drew out the clear impli-

cation of this theory: the earth had existed for millions rather than thousands

of years.

By the late nineteenth century, the conventional wisdom was that the

earth had existed for at least 20 and perhaps as many as 100 million years.

These figures were estimated by William Thompson (Lord Kelvin), by as-

suming that Earth and the Sun had once been molten balls of matter, which

had gradually cooled. On this reading, the crucial factor in the earth's his-

tory was its gradual cooling over millions of years. As the earth cooled, the

present configuration of the lands and seas had emerged, shaped by vul-

canism and erosion. Not until the discovery of radioactivity early in the

twentieth century, and the discovery by Marie Curie that radioactive ma-

terials produce heat, was it realized that the Sun and Earth might have

sources of heat within themselves. This suggested that they were cooling

much more slowly than Lord Kelvin had imagined, and were probably much

older than his influential estimate.

WEGENER AND THE MODERN THEORY OE PLATE TECTONICS

In the meantime, an odd observation, first made in the seventeenth century,

had prompted a number of thinkers to suggest a rather different way of de-

scribing the earth's history. The first modern maps of the world were pro-
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duced in the century after Europeans began to travel to the Americas and

the Pacific. As the English philosopher Francis Bacon pointed out in 1620,

it was easy to see from these maps that the continents looked like pieces of

a jigsaw puzzle. This similarity was most striking when the west coast of

Africa was matched up with the east coast of South America. With a little

imagination it was possible to suppose that at one time all the continents

had fitted together. What could explain this odd fit?

The idea that the continents really had drifted apart was given a thor-

ough scientific basis in a book called The Origin of Continents and Oceans,

written in 1915 by a German geographer, Alfred Wegener. Wegener as-

sembled a huge amount of evidence suggesting that at one time the conti-

nents had been joined together. He showed that the fit between the con-

tinents was much more impressive if, instead of matching them at their

present-day water lines, he matched them at their continental shelves. Fur-

ther, he showed that many modern-day geological features seemed to con-

tinue from one continent to another. For example, he described a series of

rock formations, known as the Gondwana sequence, all formed, apparently,

by glacial activity. The sequence reached from the north of Africa, through

to West Africa, then to South America, through Antarctica, and into Aus-

tralia. Wegener argued that these features had been laid down as each re-

gion had moved over the South Pole. In other words, the continents had not

always been fixed in their present positions, but had, as it were, "drifted"

across the surface of the earth. As a result, Wegener's idea came to be known
as the hypothesis of continental drift.

Wegener's evidence was impressive, but he could not explain how blocks

of land the size of Africa or Asia or the Americas could have moved across

the surface of the earth. Partly because of this, in 1928 his theory was
officially rejected by the influential American Association of Petroleum Ge-

ologists. For the next forty years, most geologists regarded his theory as no
more than an interesting hypothesis, and they looked for more conventional

explanations of the anomalies Wegener had explored. It was not until after

the Second World War that it became possible to explain how and why the

continents might move across the face of the earth. But once such an ex-

planation was available, Wegener's ideas became respectable again. Indeed,

with modern additions, they now form the central organizing idea of mod-
ern geology: the theory of plate tectonics.

The modern theory of plate tectonics originated from technologies de-

veloped during the Second World War. New forms of warfare encouraged

the development of sonar to detect submarines. But sonar also made it pos-

sible to map the seafloor more thoroughly than ever before. As oceanogra-
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phers began to examine the bottom of the sea in detail, some strange fea-

tures emerged. One was a chain of high subterranean mountains that ran

through the center of the Atlantic and through other seas as well. At the

center of these suboceanic ridges were lines of volcanoes, from which lava

seeped out onto the neighboring seabed.

Studies of the magnetic fields on the seabed near the suboceanic ridges

revealed a further oddity. While rocks close to the ridges generally had a

normal magnetic orientation, bands farther away often had a polarity op-

posite to that of the modern earth, with their north pole to the south and

vice versa. Farther out, the polarity was reversed again, and so on, creating

a series of bands with alternating magnetic polarity. Geologists eventually

realized that the polarity of the earth itself seems to switch every few hun-

dred thousand years, and this suggested that the different bands had been

laid down in different periods. As other, more precise dating techniques were

applied to the seafloor, it became clear that the youngest seafloor lay clos-

est to the midocean ridges, while bands farther away became successively

older. The oldest areas of seafloor were those farthest from the midocean

ridges. These turned out to be at most about 200 million years old—much
younger than the oldest parts of the continental crust, some of which are

almost 4 billion years old.

In the 1960s, starting with the work of an American geologist, Harry

Hess, a coherent explanation of all these anomalies began to emerge. Lava,

seeping up through cracks that ran through most of the major ocean sys-

tems, was creating new seafloor. Such regions are known as spreading mar-

gins. As new oceanic crust was formed, it reared up in huge ridges of basalt,

but it also acted like a wedge, driving apart seafloor that already existed. As

a result, some oceans, such as the Atlantic, appeared to be widening. Mod-
ern satellite observations have shown that the Atlantic is getting about 3

centimeters wider every year; it's growing at about the same rate as our

fingernails. This suggests that the Atlantic Ocean was born about 150 mil-

lion years ago, as parts of what is now North America began to split away

from what is now West Eurasia.

This evidence did not mean that the earth was expanding, for geologists

also realized that there were areas of the earth, such as the western coast of

South America, where seafloor was being sucked back into the interior. These

are known as subduction margins. Here, tectonic plates collide, pushed to-

gether by seafloor spreading elsewhere in the world and jamming seafloor

crust up against plates of continental crust. Oceanic crust, which consists

mainly of volcanic basalts, is heavier than the granitic material that domi-

nates continental crust. So, when an oceanic plate collides with a continen-
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tal plate, the lighter continental plate usually rides over the oceanic plate.

The oceanic plate dives beneath the continental crust and is eventually pulled

down into the interior. (This constant recycling explains why oceanic crust

is normally so much younger than continental crust.) Slabs of descending

oceanic crust grind against the continental plates above them as well as the

material below them, creating enormous heat and pressure. In South Amer-
ica, this heat, combined with the motions of both oceanic and continental

crust, generates the volcanic activity that has created the Andes.

In some areas, regions of continental crust are forced together in what
are known as collision margins. The most striking example is in northern

India, where the plate that contains the Indian subcontinent has been forced

up against the Asian plate. In such regions, both plates buckle up and huge
mountain ranges (here, the Himalayas) are formed. Finally, there are re-

gions in which plates seem to slide past each other, such as the San Andreas
fault in California. Most plate movements cause earthquakes, because the

friction between plates and the material beneath them ensures that plate

movements are rarely smooth: they normally come as sudden slippages af-

ter a prolonged buildup of pressure. So in principle it is possible to map the

edge of the various tectonic plates by mapping the regions of most intense

earthquake activity.

Detailed mapping of regions where different portions of crust meet has

shown that the uppermost layer of the earth (the lithosphere) consists of a

number of rigid plates, like a cracked eggshell. There are eight large plates

and seven smaller ones, as well as smaller slivers of material. These move
over a layer of softer materials just below them, the asthenosphere, which
is between 100 and 200 kilometers thick. The plates are driven by move-
ments in the asthenosphere and also by the pressure of materials squeezed

up from even deeper in the earth through the cracks between (and some-
times within) the plates. Like the scum on the surface of a slowly cooking

soup, the more rigid material of the plates buckles, cracks, and moves be-

cause of the currents of softer, hotter, and more malleable materials un-

derneath. In other words, it is the heat of the earth's interior that provides

the power needed to move great plates of matter about the surface of the

earth. That heat, in its turn, is generated largely by radioactive materials

within the earth, which had been formed in the supernova explosion that

occurred just before the creation of our solar system. Here was the geo-

logical motor that Wegener was unable to find: he could not possibly have

anticipated that the continents were being pushed around the earth by the

remnant energy from a supernova that exploded more than 4.6 billion years

ago. And that takes us back, once again, to gravity, for it was gravitational
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forces that first constructed and then destroyed the star that died in that

supernova explosion.

The theory of plate tectonics provided a unifying idea for many differ-

ent aspects of geology. It can help explain mountain building, volcanic ac-

tivity, and the many geological anomalies explored by geographers such as

Wegener. And it shows how, in principle, it might be possible to construct

a history of the earth's surface, showing what the surface of the earth looked

like at different stages of its history. Meanwhile, the use of more accurate

mapping systems, such as GPS (the Global Positioning System), has made

it possible to measure the movement of tectonic plates with great accuracy.

A SHORT HISTORY OF THE EARTH AND THE ATMOSPHERE

The theory of plate tectonics, combined with what we know of the forma-

tion of the earth, means that today we can offer a reasonably coherent his-

tory of our earth.

The Hadean phase of the earth's history lasted from the planet's for-

mation, 4.56 billion years ago, until about 600 million years later.
6 During

that period, the earth's surface was hot, volcanic, and unstable. It was also

subjected to a constant bombardment from comets and other surviving

planetesimals.

By 3.8 billion years ago, at the beginning of what geologists call the

Archean era, we know that continental crust had appeared on the earth's

surface, because some crust as old as this is still present. It is also probable

that seas existed. The earth's atmosphere was probably dominated by gases

such as carbon dioxide, nitrogen, and hydrogen sulfide, much of it brought

in by comets. There was little free oxygen, for oxygen is highly reactive and

therefore combined with other elements to form chemical compounds. The

earliest portions of continental crust may have moved, but we cannot be sure

that plate tectonics worked in exactly the same way as today. With an at-

mosphere, and plenty of water about, processes of erosion and surface change

probably occurred as fast as they do today. Rapid erosion and constant bom-

bardment explain why the early earth's surface was made over many times,

a process that left few traces for us today; our knowledge of the very earli-

est stages of the earth's history thus remains sketchy.

The earliest fragments of continental crust probably formed tiny and

short-lived micro-continents. These may have been surrounded by seas with

many small volcanic islands, as well as subterranean volcanoes. By about 3

billion years ago, some of these micro-continents must have fused into larger

plates, for plates this old can be found at the heart of modern continents,

including Africa, North America, and parts of Australia. But it is only for
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the last half billion years that we can actually begin to reconstruct the

arrangement of these plates on the surface of the earth.

Modern geology has built up an increasingly sophisticated picture of tec-

tonic movements during the past few hundred million years. These move-
ments have been discovered largely by studying the magnetic orientation

of modern rocks whose ages are known. From this, it is possible to estimate

roughly where these rocks were when they first formed. Such studies seem
to reveal a simple pattern of dispersal and convergence. About 250 million

years ago, most of the continental plates were joined into a supercontinent,

which Wegener had christened "Pangaea." It was surrounded by a single,

large sea, known as Panthalassa. By about 200 million years ago, Pangaea

began breaking up into two large continents. Laurasia, in the north, con-

tained most of modern Asia, Europe, and North America; Gondwanaland,

in the south, contained most of modern South America, Antarctica, Africa,

Australia, and India. Then, both Laurasia and Gondwanaland began to frag-

ment. Now, we may be in the early stages of a reconvergence, as Africa and

India move north to join Eurasia. Recent evidence suggests that some 500
million years before the existence of Pangaea, there existed an even earlier

supercontinent, now known as Rodinia. 7 But at present, this is as far back

as we can trace modern processes of plate tectonics (see map 3.1).

This history is a vital part of the modern creation myth, for the exact

configuration of continents and seas at different eras of the earth's history

has played a crucial role in the way that life-forms evolved and atmospheres

and climates operated, as we will see in chapter 5. In these and other ways,

the history of the earth shaped the evolution of living organisms. The next

two chapters will explore how living organisms made a home for themselves

on the changing earth, and how the earth itself changed as it was clothed in

a thin membrane of life.

SUMMARY

The Sun and the solar system were created at the same time, about 4.56 bil-

lion years ago, during the gravitational collapse of a cloud of matter. The
Sun formed at the center of this cloud and absorbed most of the material it

contained. However, the sprinkling of matter left outside the Sun orbited

the new star in a flat disk. Within each orbit, clumps of matter formed

through collisions and gravitational attraction, until eventually there ap-

peared a single planetary body in each orbit. Because the more volatile el-

ements had been driven away from the central regions by the solar wind,

the inner planets tended to be more rocky and the outer planets

gaseous.

more



Map 3.1. The changing earth: tectonic movements over 540 million years. From
Cesare Emiliani, The Scientific Companion: Exploring the Physical World with

Facts, Figures, and Formulas, 2nd ed. (New York: John Wiley, 1995), p. 190: from
Emiliani, Dictionary of the Physical Sciences: Terms, Formulas, Data (Oxford:

Oxford University Press, 1987), p. 48, reproduced with permission of Oxford
University Press, Oxford, England.
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Soon after it formed, the early earth melted; heavy materials sank to the

core, and lighter materials rose to the surface. By about 4 billion years ago,

the earth's interior structure was similar to its structure today. However,

the earth's surface and its atmosphere underwent a long process of change

before they were as we observe them today. Since the emergence of the the-

ory of plate tectonics in the 1960s, it has become clear that the continental

plates have moved slowly over the earth's surface, gradually changing the

configuration of continents and seas.

FURTHER READING

There are a number of good histories of the earth, including Peter Catter-

mole and Patrick Moore, The Story of the Earth (1986), and J. D. Macdougall,

A Short History of Planet Earth (1996). The books by Preston Cloud (Cos-

mos, Earth, and Man [1978]; Oasis in Space [1988]) are classics, though some

of their details may now be dated. Armand Delsemme, Our Cosmic Origins

(1998), and Cesare Emiliani, The Scientific Companion (2nd ed., 1995), sum-

marize many of the more technical details of this story, while Steven Stan-

ley's Earth and Life through Time (1986) shows how closely linked are the

histories of the earth and of life on earth. James Lovelock's several books

on the Gaia hypothesis also describe the history of the earth and of life on

earth as two closely intertwined stories. Isaac Asimov offers readable sum-

maries, though some are beginning to date. Ross Taylor's short essay "The

Solar System: An Environment for Life?" (2002) conveys well how con-

tingent events made each planet unique.
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THE ORIGINS OF LIFE AND THE THEORY OF EVOLUTION

LIFE: A NEW LEVEL OF COMPLEXITY

"What is life?" The physicist Erwin Schrodinger asked this question in a

famous series of lectures given in Dublin in 1943. Schrodinger's answer was

remarkably prescient, for he wrote before we had any real understanding

of the genetic basis of life. He argued that we should be able to explain life

as scientifically as we can explain physics or chemistry. But he also under-

stood that we cannot define life simply by referring to a checklist. Like all

complex entities, living organisms manage significant flows of energy and

matter, so they must have some form of metabolism. They take in and ex-

crete energy and nutrients. They also reproduce, again like many other com-

plex but nonliving entities from tornadoes to crystals. So neither metabo-

lism nor reproduction alone can provide a satisfactory definition of life; it is

the way they work together to create a new level of complexity that is crit-

ical. Schrodinger therefore suggested another way of defining what is dis-

tinctive about life. Life is not just complex—it is significantly more complex

than anything else in the universe; and the level of orderliness achieved by

living organisms is remarkable, given the general tendency of the universe

toward disorder. "The unfolding of events in the life cycle of an organism

exhibits an admirable regularity and orderliness, unrivalled by anything we

meet with in inanimate matter." 1

Stars can climb the thermodynamic down escalator (see appendix 2), but

living organisms climb it with greater agility. Indeed, Eric Chaisson has ar-

gued that the level of complexity achieved by living organisms can be mea-

sured, roughly but quite objectively, by estimating the density of the en-

ergy flows that sustain them against the destructive pressure of the second

79
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law of thermodynamics.^ Table 4.1 gives Chaisson's approximations of these

energy flows. The right-hand column, which measures the amount of free

energy passing through a given mass in a given amount of time, appears to

indicate that living organisms can handle far denser flows of energy than
stars without breaking down. And this ability is what lets them climb far-

ther and faster up the thermodynamic down escalator. In Schrodinger's fa-

mous phrase, each living organism seems to have an astonishing capacity

for continually sucking orderliness from its environment." 3 The simplest

structures have also been around longest, and the more complex structures

have appeared more recently, which suggests that creating them was a more
difficult evolutionary task. Finally, it is also clear that the more complex en-
tities in the bottom half of the table are more fragile. While stars and plan-

ets may live for many billions of years, even the longest-living organisms
(at least those we know of

)
can live for only a few thousand years, and most

live for only a few days or years. That the most complex structures break
down so fast is a measure of the difficulty of managing particularly dense
energy flows: this is the price living organisms pay for their aggressive chal-

lenge to the second law of thermodynamics. Thus in dealing with life we
are dealing with a new level of order and complexity, a new capacity to con-
trol and organize free energy that is achieved at the price of greater fragility.

As Martin Rees has written, "A star is simpler than an insect." 4 But a star

also lives much longer.

Chemical processes may have generated life elsewhere in the universe,

though at present we do not know if this is true. But we do know that life

appeared on Earth within 600 million years of the planet's creation. By ge-
ological standards, and given the harsh conditions of the early earth, that

was quick. And from the moment life appeared, living organisms have mul-
tiplied and changed in a dazzling and apparently endless cascade of new life-

forms, each finely tuned to handle the particular energies and resources in

its immediate environment. Unlike stars or crystals, which are general, all-

purpose antientropy machines, living organisms can adapt constantly to new
terrain and new challenges in their more flexible guerrilla war on entropy.

Collectively, living organisms explore their environment in ways that have
no parallel in the inanimate world. And what they find is new sources of

energy and new ways of organizing themselves so as to survive the hurri-

cane of energy flowing through them. Not all of these changes lead to greater

complexity, but some do. This is why life has such an astonishing capacity

to conjure up new types of complexity.

What is the source of the energy differential that sustains these complex
. entities? The answer to that question is blessedly clear: the ultimate source
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TABLE 4.1. SOME ESTIMATED EREE ENERGY RATE DENSITIES

Generic Structure

Free Energy Rate Density

(erg s-
1 g-1

)

Galaxies (e.g.. Milky Way) 1

Stars (e.g., Sun) 2

Planets (e.g., Earth) 75

Plants (biosphere) 900

Animals (e.g., human body) 20,000

Brains (e.g., human cranium) 150,000

Society (e.g., modern human culture) 500,000

source: Eric]. Chaisson, Cosmic Evolution:The Rise of Complexity in Nature (Cambridge,

Mass.: Harvard University Press, 2001), p. 139.

is gravity. We have seen that gravity can create stars—objects of great den-

sity and high temperatures. But the universe as a whole is extremely cold;

its average temperature is about 3°C above absolute zero, the temperature

of the cosmic background radiation. So stars are embedded within the cold

universe like billions of tiny points of light and heat. It is no accident that

we live huddled near a star, for here we can tap the huge energy flows pour-

ing into space from the nuclear furnace at the Sun's core.

As for the rules of complexity in living organisms, these are different

from those that dominate at the astronomical scale. Individual organisms

(at least as we know them) flourish at much smaller scales than stars or plan-

ets. At those smaller scales, gravity counts; but other forces count for more.

Life is shaped largely by electromagnetism and the nuclear forces that con-

trol how atoms work. These are the forces that determine how atoms are

assembled and how they combine into larger and more complex molecules.

But at the biological level of complexity, new rules appear as well. Liv-

ing organisms operate according to distinctive and more open-ended rules

of change, which are superimposed on the simpler and more deterministic

rules of physics and chemistry. The rules of biology are made possible by

the high degree of precision with which living organisms reproduce. Han-

dling large energy flows is such a delicate task that it requires extremely

precise mechanisms; the rule book for creating and re-creating such struc-

tures has to be complex, exact, and accurate. A system of reproduction that

could copy these mechanisms only approximately would soon lose the re-

quired exactness (though one that copied them perfectly would rule out any
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possibility of change). Thus, a high level of metabolic precision requires a

high (but not perfect) level of reproductive precision. This is why large or-

ganisms like ourselves need more genetic information than do bacteria. It

is also why most of those studying the origins of life have concentrated on
the origins of the genetic code, the intricate molecular "software" that ex-

plains why living organisms reproduce with a precision not matched by any
other complex entities.

All in all, the shift from chemistry to life counts as one of the great tran-

sitions in the history of the universe. Complex organisms, replicating ac-

cording to new and exquisitely precise blueprints, introduced new types of

historical change— certainly on this planet, and perhaps in many other parts

of the universe. As chemicals combine to form living organisms, emergent
properties appear that we cannot explain simply by studying the chemicals

from which organisms are constructed. So, to understand living things, we
need a new paradigm, one that takes us beyond the rules of nuclear physics,

chemistry, or geology and into the realm of biology. This chapter will dis-

cuss the basic rules by which living organisms change, and some current

ideas about the origins of life on Earth. It will focus on the ideas of Charles

Darwin, who first described clearly what is distinctive about the biological

rules of change. The next chapter will survey the history of life on earth.

DARWIN AND THE THEORY OF EVOLUTION

Many societies have tried to explain life by assuming that there is a creator

spirit or god who somehow breathed life into inanimate matter. Modern sci-

ence regards this explanation as the easy way out, because theories that de-

pend on deities can be made to explain more or less anything and are not

subject to objective verification. Instead, modern science tries to explain the

creation of life as a consequence of inanimate forces and processes, just as

it approaches the creation of our sun and earth.

The fundamental idea used in modern biology to explain both the de-

velopment and the origins of life is that of "evolution" by "natural selec-

tion." The theory was first presented systematically in Charles Darwin's

book On the Origin of Species, which appeared in 1859.
5 Darwin rarely used

the term evolution, perhaps because it seems to imply some sort of mysti-

cal force that drives biological change in particular directions and thus would
contradict his own view of biological change as a more open-ended process.

However, Herbert Spencer, who did the most to popularize the term, saw
biological change as a movement from "lower" to "higher" life-forms, as a

form of progress. This is unfortunate, because such an approach introduces

arbitrary and subjective value judgments into our understanding of the his-
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tory of living organisms. But despite the associations carried by evolution,

we will continue to use the term simply because it remains the word most

commonly applied to Darwin's theories of biological change.

Darwin argued that species are not fixed entities. They are constantly

changing, and the way they change is governed by some simple rules. A
species is a large collection of individual organisms that are similar enough

to interbreed, but are not quite identical to each other. Species are defined

by those features that individuals share rather than by the minor ways in

which they differ from each other. However, over long periods of time, ran-

dom variations in the features of individuals may cause the average features

of an entire species to alter. Its average height might change, for example,

or the average size of individual brains may grow. Such minor changes, ac-

cumulating over thousands of generations, must eventually transform the

average features of the entire species. To understand how species change,

we therefore must understand how and why the features of some individ-

uals become more common, while those of others dwindle and disappear.

Darwin knew that in most populations only a minority of individuals

survive to adulthood and produce offspring. Yet the future of the species can

be shaped only by those individuals that do survive and reproduce. So later

generations of life are the offspring only of the survivors. (Evolution, like

history, apparently is written by the winners.) But what determines which

individuals reproduce, and which do not? Pure chance may play a role here,

of course. But in the long run, he argued, the individuals most likely to sur-

vive and reproduce are those that have had the good luck to inherit from

their parents features that make them slightly better adapted to their en-

vironment. They will then pass these same features on to most of their off-

spring. Over time, these features will become more and more common be-

cause those individuals that do not possess them will produce fewer healthy

offspring, until their lineages die out. Over thousands of generations, many

small changes of this kind will ensure that the species as a whole appears

to change or evolve in ways that make it better adapted to its environment.

In this metaphorical sense, we can say that the environment "naturally"

selects certain features and discards others, just as animal breeders "artifi-

cially" select some individuals to breed and not others. And it is in this

metaphorical sense that species appear over time to "adapt" to their natu-

ral environments.

Adaptation is such an important notion in modern biology that it is worth

defining more carefully. It refers to the fact that all living organisms seem

to be exquisitely fitted for the environments in which they live. Indeed, so

perfect is the fit between organisms and their environments that many of
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Darwin's opponents argued, as some still argue, that organs such as the hu-

man eye or the elephant's trunk must have been designed by a benign cre-

ator. Darwin tried to show that blind processes could do the job equally well.

Adaptation helps explain the great variety of living organisms, for there is

a huge variation in environments to which organisms can adapt themselves.

To describe these different environments, biologists and ecologists use the

notions of habitats and niches. Habitats are simply the geographical envi-

ronments in which species live. The idea of a niche is more complex, as it

includes the way they live as well. The word niche is derived from the Latin

word meaning "nest." In architecture, a niche is a recess or alcove in a wall

in which a statue or other object can be placed. In biology and ecology, a

niche is the particular way of living for which an organism seems to have

been sculpted or adapted by evolutionary processes. The niche of a wood-
pecker is defined by the way it finds edible insects in certain trees; many
single-celled bacteria find attractive niches in the guts of larger animals, in-

cluding ourselves. But of course environments also change—and as they do

so, while old niches may close down, new niches may open up elsewhere.

As environments are varied and changeable, organisms have to keep adapt-

ing if they are to survive. This is why evolution never ends. Because there

is no fixed standard of perfection or "progress," adaptation is an endless

process.

Modern biologists use the idea of evolution to explain the colossal vari-

ety of life-forms on earth. They also use it to try to explain the initial emer-

gence of life on earth, for it seems that nonliving substances may also have

evolved by some simplified form of natural selection. And, given a favor-

able environment and enough time, they eventually evolved into living or-

ganisms. The idea of evolution is so basic to the modern understanding of

what life is and how it changes that we must begin our account of the his-

tory of life on earth by describing the theory in more detail and seeing how
it, too, evolved from older attempts to explain the emergence of life in all

its variety.

ORIGINS OF THE MODERN THEORY OF EVOLUTION

We have seen that in the seventeenth and eighteenth centuries, some Eu-

ropean scientists began to doubt the creation myth of the Judeo-Christian

Bible. The Bible seemed to say that species were created by God, about 6,000

years ago, and that they remained essentially as God had created them. This

belief was held even by the Swedish botanist Carl Linnaeus, the eighteenth-

century founder of modern systems of taxonomy, or biological classification.

Yet even in the seventeenth and eighteenth centuries, there were difficul-
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ties with this account. For example, many fossils suggested the existence of

strange creatures never mentioned in the Bible or in historical records. Some,

which appeared to be sea creatures, were found high up in mountains that

had taken millions of years to create, while others were found buried deep

within rocks. Surely, this location suggested, they must have been buried

many millions of years ago.

Then there was the fact, known to every farmer, that species of dogs, cats,

cattle, and sheep are not as fixed as they might seem. Indeed, by careful choice

of mates, breeders of pigeons or dogs can produce some very strange crea-

tures. Darwin was fascinated by the activities of pigeon breeders, and he was

a member of two London pigeon clubs. Here, he describes some of the va-

rieties he saw, all apparently bred from the common rock pigeon:

Compare the English carrier and the short-faced tumbler, and see the

wonderful difference in their beaks, entailing corresponding differences

in their skulls. The carrier, more especially the male bird, is also re-

markable from the wonderful development of the carunculated skin

about the head, and this is accompanied by greatly elongated eyelids,

very large external orifices to the nostrils, and a wide gape of mouth.

The short-faced tumbler has a beak in outline almost like that of a

finch; and the common tumbler has the singular and strictly inherited

habit of flying at a great height in a compact flock, and tumbling in the

air head over heels. The runt is a bird of great size, with long, massive

beak and large feet; some of the sub-breeds of runts have very long

necks, others very long wings and tails, others singularly short tails. . .

.

The pouter has a much elongated body, wings, and legs; and its enor-

mously developed crop, which it glories in inflating, may well excite

astonishment and even laughter.

6

Did these exotic creatures belong to the same species that Gqd had origi-

nally created? Or were they entirely new species? If they were new, then

apparently God was continually tinkering with life—and such tinkering

seemed to imply that his original creation may have been less than perfect.

As Europeans traveled more widely in the centuries after Columbus, they

also became aware that there were many more species than were mentioned

in the Bible. The many contrasts in animal and plant life found in the Pacific,

the Americas, and Eurasia posed a great challenge to Christian theologians.

Had God created all these species? If so, why in such profusion? And why

had he distributed them in such a curious and arbitrary way across the globe?

Why were there no kangaroos in England, and no pandas in Australia?

By the late eighteenth century, some biologists were considering the pos-

sibility that living organisms changed over time by natural mechanisms of

some kind, as it seemed messy to suppose that God was continually tinker-
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ing with his creation. Perhaps such a mechanism could account for why there

were so many species and subspecies, and why so many were not described

in the biblical account of creation. The trouble was that no one could ex-

plain how or why species changed.

In the early nineteenth century, Darwin's uncle, Erasmus Darwin, sug-

gested that species evolved so as to adapt better to their environments. This

made sense, because all living species do, indeed, seem to fit their environ-

ments with great precision. But, like all biologists of his time, he had no clear

idea how they became so well adapted. In a book first published in 1809, the

French naturalist ]ean-Baptiste Lamarck suggested a possible mechanism.
Perhaps minor changes acquired during a creature's lifetime could some-
how be passed on to its descendants. For example, he argued, the ancestors

of giraffes may have stretched to browse on leaves high up in trees. Those
that stretched hardest may have passed on their long necks to their offspring.

Gradually, long necks would have become more and more common, until

eventually they became the main distinguishing feature of an entire species.

Unfortunately, any animal breeder could tell what was wrong with this the-

ory. Acquired characteristics—that is, qualities acquired through a particu-

lar lifestyle or the exertions of a particular individual—are not normally
passed on to offspring. Only inherited characteristics are transmitted in this

way. Time we spend in the gym does not guarantee that our children will

be fit. A fattened pig will not necessarily produce fat offspring; but a pig

whose ancestors were fat is likely to produce fat offspring.

Lamarck's mechanism didn't work. But if the genetic makeup of orga-

nisms was determined by their past (by what they inherited from their par-

ents), how was it possible for them to adapt to present-day conditions? This

was the conundrum that Darwin solved. From childhood, Darwin was fas-

cinated by animals, and by his twenties he was already an expert natural-

ist. Like most naturalists of the day, he understood that species are malleable.

He also understood that humans were quite capable of altering species

through artificial selection. What he didn't know yet was why species also

changed without human intervention. What, apart from a god or a human
being, could allow some individuals to reproduce and condemn others to ge-

netic extinction?

In 1831, his abilities as a naturalist and some fortunate family connec-

tions secured him a position as the naturalist on a ship called the Beagle,

which was embarking on an expedition around the globe. Darwin was stag-

gered by the variety of species he encountered on this trip, and by the ex-

tremely subtle variations he noted between closely related species. He also

saw clear fossil evidence of evolution in creatures such as armadillos. In
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South America, he saw fossil animals that were similar to living animals,

but with slight differences. But it was in the Galapagos Islands, off the Pacific

coast of Chile, that he discovered the clues that led him eventually to his

theory of evolution. There, on a number of recently formed volcanic islands,

he found several species of finches that seemed closely related to finches from

the American mainland. Yet they differed slightly from island to island. Their

beaks, for example, showed minor variations that ensured that each species

was adapted with exquisite precision to the particular plants and animals

that flourished on its home island.

Here was clear evidence of the sort of adaptation that Erasmus Darwin

had written about. Clearly, species could in some sense "adapt" to chang-

ing environments. But how did they do it? In about 1838, Darwin read the

work of Thomas Malthus, the pioneer of modern population studies, and

this seems to have suggested the central idea of his theory. Malthus noted

that in most species, including humans, many individuals (sometimes a large

majority) do not survive to produce offspring. It was immediately obvious

to Darwin that only those individuals that reproduced could have any

influence on the nature of later generations. So it was important to explain

why some individuals survived and others did not. When he studied the ac-

tivities of pigeon breeders, the answer was clear. Breeders artificially selected

some individuals and allowed only them to reproduce. In Darwin's time, this

was already a highly developed art:

That most skilful breeder, Sir John Selbright, used to say, with respect

to pigeons, that "he would produce any given feather in three years,

but it would take him six years to obtain head and beak." In Saxony the

importance of the principle of selection in regard to merino sheep is so

fully recognized, that men follow it as a trade: the sheep are placed on a

table and are studied, like a picture by a connoisseur; this is done three

times at intervals of months, and the sheep are each time marked and

classed, so that the very best may ultimately be selected for breeding. 7

But what did the selecting in the natural world? What "chose" some indi-

viduals to reproduce and condemned others to genetic extinction ? What dif-

ference was there between those individuals that reproduced and those that

did not?

The answer, he suggested, was "fitness." In a statistical sense, it had to

be true that the individuals that survived and had healthy offspring were

fractionally healthier than those that did not. They reproduced because they

were healthy enough to survive longer than others and to find a healthy

mate. In individual cases, of course, luck may have played a role. (If light-

ning strikes you dead, it really doesn't matter how "fit" you were.) But with
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large numbers, and over large periods of time, fitness must have played the

crucial role. On average, those individuals that survived to adulthood and

reproduced must have been slightly healthier, slightly better adapted to their

environments, than the nonsurvivors. So it wasn't really that species

adapted; it was the other way around. Those individuals who happened to

be better adapted by pure chance were the ones most likely to survive and

shape future generations of their species.

Darwin understood that this random statistical process of sorting, which

occurs in all forms of life generation after generation, could alter species as

effectively as any human breeder if repeated with sufficient frequency. Over
and over again, millions of times in each generation, the environment elim-

inated some individuals, while allowing others to survive. Later generations

inherited only the qualities of the survivors; as a result, over time the en-

tire species began to resemble the survivors more than the nonsurvivors. In

a metaphorical sense, then, the environment was acting like a human ani-

mal breeder. And this was why Darwin called the mechanism "natural se-

lection," in contrast to the "artificial selection" performed by those who bred

animals.

In this way, Darwin showed that purely statistical and totally mindless

processes, repeated over and over again, could explain how species changed

in ways that seemed to make them constantly adapt to changing environ-

ments. To understand his argument fully, it is vital to understand the ran-

dom nature of many of these processes. Individuals vary from their parents

in minor but essentially random ways. They do not, in any sense, "try" to

adapt. It is not the individuals that "evolve," but the average features of the

species.

Darwin argued that these mechanisms, repeated over long periods of time,

can also explain how distinct species arose, for it is clear that populations of

a single species scattered over a large area, and shaped by slightly different

environments, are likely to evolve in slightly different ways. The Galapa-

gos finches were a clear example to him of an early stage in the creation of

distinct species. Over time, Darwin argued, such processes could explain all

the variety of living organisms to be found on earth. As an admirer of the

geologist Charles Lyell, Darwin was sure that the earth had existed for a

very long time—long enough, perhaps, for such minute changes to create

the huge variety of species existing today.

These were astonishing conclusions, for they implied something utterly

revolutionary: all the beautiful and complex organisms on Earth, from amoe-
bae to elephants to hummingbirds to human beings, can be created by blind,

repetitive processes. Unconscious processes can create not just stars and
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galaxies, it seemed, but even life itself.
8 Such reasoning seemed to deprive

God himself of any reason for existence, which is why Darwin's theory has

met, and still meets today, such profound resistance.

Here is how Darwin himself described the workings of natural selection:

There is no obvious reason why the principles which have acted so

efficiently under domestication should not have acted under nature . . .

[since] more individuals are born than can possibly survive. A grain in

the balance will determine which individual shall live and which shall

die,—which variety or species shall increase in number, and which shall

decrease, or finally become extinct. . . . Owing to this struggle for life,

any variation, however slight and from whatever cause proceeding, if

it be in any degree profitable to an individual or any species, in its infi-

nitely complex relations to other organic beings and to external nature,

will tend to the preservation of that individual, and will generally be

inherited by its offspring. The offspring also, will thus have a better

chance of surviving, for of the many individuals of any species which

are periodically born, but a small number can survive. I have called this

principle, by which each slight variation, if useful, is preserved, by the

term of Natural Selection].]
9

EVIDENCE OF EVOLUTION THROUGH NATURAL SELECTION

In On the Origin of Species Darwin stated, as clearly as possible, the argu-

ments for his theory of evolution. He also tried to deal with some possible

objections to it. He had few illusions about the difficulty of the task he faced.

Most of his readers were traditional Christians. They believed that God had

created distinct species, and the thought that species might have emerged

through blind processes shocked them. So it was to this audience that Dar-

win directed most of his arguments.

He was able to show from the fossil record that species seem to change

over time. But this was perhaps the least powerful argument available to

him, for the fossil record consists of a series of individual, fossilized "pho-

tos"; his opponents could easily argue that each was a distinct species cre-

ated separately by God, and now extinct. What Darwin had to show was the

existence of transitional species. Some fossils did appear to be halfway be-

tween existing animal types. The most famous fossil of this kind was the

birdlike dinosaur known as archaeopteryx, which lived about 150 million

years ago. Archaeopteryx seemed to be half reptile and half bird. The first

fossil specimen was found in 1862, just after the publication of The Origin

of Species, and Darwin was able to comment on it in later editions. It was

exactly the sort of discovery that Darwin's theory had predicted. However,

it was also easy for opponents to point out that the fossil record was ex-
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tremely imperfect. There were vast gaps in all fossil lineages, so that the

fossil record on its own could never offer a completely satisfactory proof of

the workings of natural selection.

Darwin also offered many other types of evidence for his theory. He ar-

gued that where modern species shared many common features, this was a

sign that they had evolved from common ancestors. Oddly, the evidence for

this claim was most persuasive where apparently useless features survived

from remote ancestors by a sort of biological conservatism. Whales have

finger bones, which have no obvious adaptive function today. But their ex-

istence does make sense if we assume that modern whales are descended

from land animals that once did have a use for hands and fingers. Indeed,

modern whales may be distantly related to hippopotami, a species of con-

temporary mammals that seems to be in the early stages of adapting to an

aquatic lifestyle. The theory of natural selection could explain such phe-

nomena easily, for it suggested that organisms evolve in tiny steps, pre-

serving much from the past, even if some of those features cease to be of

any use. This argument was particularly persuasive because traditional the-

ories found such evidence difficult to explain. What reason could a god have

for preserving such useless organs, rather than redesigning each species from

scratch ?

Darwin was also able to show that the geographical distribution of

species was more consistent with his theory than with the theory of God
the Creator. Why should a god not have placed particular species in all those

regions of the earth for which they were adapted? Why weren't all deserts

full of camels? Why, instead, did naturalists find that most species in a par-

ticular region were closely related—so that, for example, in Australia there

were mouselike creatures that were more closely related to kangaroos than

to the mice of Europe ? Darwin's answer, of course, was that marsupials lived

in Australia because that was where their ancestors had lived. That was
where they had evolved.

Particularly distasteful to Darwin's critics was another implication of his

theory: humans might be closely related to apes (an implication that is alive

and well today; see chapter 6). To some people, the idea is still distasteful;

the anthropologist Yves Coppens remembers his grandmother saying to

him: "Yom may have descended from a monkey, but I certainly didn't!" 10

But in Darwin's time, his theory faced many other difficulties. For exam-
ple, most geologists believed the earth to be no more than 100 million years

old. Darwin understood that natural selection needed huge periods of time

in which to generate the immense variety of creatures present on Earth, and

he conceded that too million years was probably not long enough. He be-
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lieved that evolution worked extremely slowly. Indeed, he was convinced it

worked so slowly that it could never be observed directly, and thus all the

evidence for evolution would have to be indirect. Furthermore, nineteenth-

century biologists had no real understanding of how inheritance worked.

For Darwin's theory to work, the mechanism of inheritance had to be very

accurate (otherwise no stable species could exist), but not too accurate (oth-

erwise there would never be change). It was important that the qualities of

parents be passed on to their offspring, but it was also important that there

should be slight variations that might either enhance or threaten the health

of particular individuals. But because no one understood fully how the mech-

anism of heredity worked, it was not certain that heredity worked in ex-

actly the way required. Darwin himself could only suggest that the quali-

ties of parents were "blended," like two colors mixed together. But this

seemed to guarantee that variations from the norm would be eliminated in

each generation, even if they were beneficial, an outcome that would have

made natural selection impossible. The absence of a clear understanding of

inheritance was to undermine the credibility of Darwin's theory for more

than half a century.

Most of the difficulties Darwin faced were to be resolved in the twenti-

eth century. Religious resistance to the theory of evolution diminished.

Meanwhile, new types of evidence emerged to bolster the theory, and gaps

in it were filled in. In important respects, Darwin's theory has been modified

and improved. As a result, Darwin's central ideas have become the funda-

mental organizing principle of modern scientific accounts of the history of

life on earth.

One reason why his theory is now so widely adopted is that in the twen-

tieth century it proved possible to see evolution at work directly. It is easi-

est to watch evolution when studying small species that breed rapidly, such

as fruit flies. We have also seen evolution at work when new forms of bac-

teria have appeared in response to the use of antibiotics (as further discussed

below).

The fossil record is also much richer than it was in Darwin's time, and

new discoveries have created a fuller account of evolution over long peri-

ods. This account can never completely prove Darwin's theories, but it re-

mains perfectly consistent with them. Modern dating techniques, by push-

ing the age of the earth back from too million years to over 4 billion years,

have also provided a time span forty times as long for Darwinian processes

to work in. Finally, twentieth-century biologists came to understand how

inheritance works, and their account is fully consistent with Darwin's the-

ory. Gregor Mendel, a contemporary of Darwin's, had already figured out
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the basic principles of heredity, though his work was ignored until the twen-
tieth century. He showed that although sexually reproducing organisms in-

herit traits (or genes) from both parents, they inherit them in discrete pack-

ages—one from this parent, and one from that. He also showed that in many
instances, only one of these traits is expressed in the offspring. If your par-

ents have blue and brown eyes, this doesn't mean that your eyes will be a

muddy blue; you will inherit one color or the other. So inheritance does not

automatically lead to the dilution of traits that Darwin had feared. Particu-

lar genes may not be passed on to all offspring; but if they are, they are passed

on intact. We also understand exactly how genes are transmitted from gen-

eration to generation. Deoxyribonucleic acid, or DNA, transmits genetic in-

formation from an organism to its offspring with great accuracy, so that

species have great stability. But it is not perfect. As DNA copies itself, it

makes, on average, one error for every billion bits of genetic information,

the equivalent of a typist making one error in half a million pages. This al-

lows for the small variations necessary if evolution is to occur. 11 The ex-

planation of DNA's structure by Francis Crick and James Watson, in 1953,
was therefore a crucial stage in the consolidation of Darwin's theory as the

central idea of modern biology.

Modern microbiology has also proved another hunch of Darwin's: all or-

ganisms on earth are related. All living organisms, from the simplest bac-

teria to the largest modern mammals, contain cells that use the same basic

chemical processes and pathways. And they all use the same genetic code.

In this sense, all living organisms are related. This means one of two things.

Either life evolved only once or life evolved more than once, but only one
of these experiments has survived to the present day, while all other line-

ages were eventually wiped out. In either case, all organisms living today,

from humans to bananas to sea squirts and amoebae, are descended from
the same (bacterial) ancestor.

In minor ways, Darwin's theory has been modified. For example, Dar-

win seems to have believed that all evolutionary changes occurred because

they enhanced the survival chances of the individuals that carried them. But
it is now clear that many genetic changes occur at random. There are large

amounts of genetic material (perhaps as much as 97 percent of the human
genome, for example) that have no impact on the makeup of the adult in-

dividual, so changes in these areas will not directly affect an individual's

chance of survival. The general principle seems to be this: random changes

that have no impact on the survival chances of individual members of a

species can lead to slow, and essentially random, changes in the genetic struc-

ture (or genotype) of an entire species. However, such "neutral" changes
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may become significant in the future, if, as sometimes happens, some of these

inactive genes are reactivated.

Darwin also seems to have believed that evolution occurred at a steady

pace. It is now clear that this is not always true. In periods of climatic or en-

vironmental stability, species may change slowly. But if environments or

climates change more rapidly, species can evolve and diversify very quickly.

This is precisely how modern bacteria have evolved in response to the chal-

lenge of modern antibiotics. Where antibiotics are widely used, those indi-

vidual bacteria least affected by antibiotics suddenly become much more

likely to produce healthy offspring. Within a few generations, their genes

will tend to dominate the species. In this way, there have appeared new
species of bacteria that seem more or less immune to the action of antibi-

otics. It now appears that this rhythm is normal in evolution. During the

earth's history, there have been both periods of extremely rapid evolution-

ary change and periods of relative biological stability. Evolution works in

fits and starts, according to the modern theory of "punctuated evolution,"

which was proposed by Niles Eldridge and Stephen Jay Gould in 1972.

THE BEGINNINGS OF LIFE ON EARTH

Modern Darwinian theory can explain how modern organisms have evolved

from the simple life-forms present on the early earth (see the next chapter).

But can it take the next step and explain the origin of the earliest life-forms?

Is it possible to offer a purely scientific explanation of the emergence of life

from nonliving matter?

The notion that life might appear spontaneously has been taken seriously

by scientists from at least the time of classical Greece. 12 And with good rea-

son. After all, maggots seem to appear, apparently from nowhere, on the car-

casses of dead animals. In the seventeenth century, studies using the newly

invented microscope demonstrated that the air was full of tiny organisms,

making it possible to explain the apparently spontaneous growth of orga-

nisms such as maggots by supposing that their eggs traveled through the

air and settled on decaying meat. But this still left open the possibility that

tiny microorganisms might be generated spontaneously, perhaps by some

form of "life force" floating in the air.

In a remarkably simple experiment, the French biologist Louis Pasteur

seemed to finally disprove the idea that life could be generated sponta-

neously. All life is based on organic molecules—that is, on molecules that

use carbon. Because carbon can bond to itself in complex ways, it can form

more complex and varied molecules than any other element. By the nine-

teenth century, many experiments had shown that if soups rich in organic
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materials were boiled to kill all living organisms, and then placed in airtight

containers, no life would appear. However, some argued that this was be-

cause the containers excluded an all-pervasive life force. In 1862, Pasteur

devised an ingenious experiment to test this idea. He boiled a broth of or-

ganic materials, and then placed it not in a sealed container but in a swan-

necked container, open to the air. On the one hand, if a life force existed, it

would surely be able to enter and use the organic materials to generate new
organisms. On the other hand, spores or microorganisms floating in the air

would not be able to travel up the neck of the retort. Pasteur's broths have

remained sterile for more than a century, and can still be seen today in Paris.

His experiment seemed to prove, finally, that life could not be generated

spontaneously and that there was no life force floating through the air. Life

could be generated only from life.

This cleared up one mystery, only to create another. If life could not be

generated from nonlife, then how had life appeared on the early earth? Pa-

leontologists knew that life seemed to appear quite suddenly in the so-called

Cambrian era, which we now know began less than 600 million years ago.

How could this sudden burst of life be explained? Were biologists forced

back to the idea of a creator deity? Many nineteenth-century biologists felt

they were, because any purely scientific explanation of the origins of life

had to suppose that life could be generated from nonliving material, and
Pasteur seemed to have shown that this was impossible. Another possibil-

ity was to argue that organic molecules were somehow quite different from
inorganic molecules. Perhaps they were different in their origins and their

capacity to generate life. Was there something special about carbon? This

theory was disproved when chemists showed in the mid-nineteenth cen-

tury that many organic molecules could be synthesized from inorganic

chemicals in the laboratory.

Not until the twentieth century did a more plausible scientific theory of

the origins of life emerge. This account, pioneered in the 1920s by Alexan-

der Oparin and J. B. S. Haldane, uses the basic ideas of evolutionary theory

to explain not just the evolution of life on earth but also its initial appear-

ance. Its key idea is that evolution works to some extent even among com-
plex but nonliving chemicals. Thus even some chemicals may be capable of

evolving if, like crystals, they can stabilize themselves and create reason-

ably accurate copies of themselves. Once this happens, then those chemi-

cals that produce the most stable "offspring" (i.e., the offspring best adapted

to their environment) will tend to multiply more rapidly than those whose
descendants survive less well. Such a process would be similar to Darwin-
ian evolution. As such chemicals became better adapted to their environ-
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ment, they might also become more complex until, eventually, we might

start thinking of them as living organisms. Biologists refer to these processes

as chemical evolution.

But precisely how chemical evolution generated the first living organisms

remains unclear. To understand these difficulties, we must break the prob-

lem into several levels. First, we need to explain how the basic raw materi-

als of life were created: the chemical level. Second, we need to explain how
these simple organic materials were assembled into more complex struc-

tures. Finally, we need to explain the origins of the precise mechanisms of

reproduction encoded in the DNA that is present in all living organisms to-

day. At present, we have reasonably good answers to the first question; we
have plausible answers to the second question; and we are still puzzled by

the third question.

The first task now seems surprisingly easy. Living organisms are con-

structed, for the most part, from compounds of carbon and hydrogen. Car-

bon is critical because of its astonishing flexibility. Add hydrogen, nitrogen,

oxygen, phosphorus, and sulfur and we can account for 99 percent of the

dry weight of all living organisms. 13
It turns out that where the conditions

are right and these chemicals are abundant, it is easy to construct simple

organic molecules, including amino acids (the building blocks of proteins,

the basic structural materials of all organisms) and nucleotides (the build-

ing blocks of the genetic code). 14 Pasteur's experiment had seemed to show

that such molecules could not form spontaneously. We now know why: to-

day's atmosphere, with its large amounts of free oxygen, offers a peculiarly

hostile environment for simple organic molecules. Oxygen is extremely re-

active, and when it reacts it generates heat (we normally become aware of

its destructive power in fires). Oxygen is particularly destructive of organic

molecules such as those in wood or paper. Wherever possible, it breaks them

down into water and carbon dioxide in a form of slow burning.

However, Oparin and Haldane pointed out there may have been little free

oxygen in the atmosphere of the early earth. Perhaps, then, life appeared

long before the Cambrian era, in an oxygen-free atmosphere that allowed

simple organic molecules to survive long enough to engage in the complex,

slow-motion chemistry needed for chemical evolution to take place. In 1952

this possibility was tested in a famous, and remarkably simple, laboratory

experiment conducted by two American scientists: Harold Urey and his

graduate student, Stanley Miller. They created a model of the early atmos-

phere by filling a large, closed retort with methane, water, and ammonia.

They warmed the mixture, and provided shots of free energy by passing

electric currents through it, thereby simulating the lightning that un-
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doubtedly flashed through the skies of the early earth. After seven days,

they found a dark-red sludge in their retort. This contained several of the

twenty most important amino acids. Amino acids are simple organic mol-

ecules (containing about twenty to forty atoms) that link up in different

patterns to form the proteins that dominate the chemistry and the struc-

ture of all living organisms. By rerunning the experiment under slightly

different conditions and in slightly different pseudo-atmospheres, scientists

have shown that all twenty basic amino acids can be manufactured in this

way. Here we have the basis for the construction of proteins, the fundamental

building blocks of life. The Miller-Urey experiment also created, in smaller

quantities, other important organic molecules, including sugars and the main

components of nucleotides, the molecules from which the genetic code is

constructed.

Some claimed that Miller and Urey had come close to creating living or-

ganisms. It is now clear that this was not so. Many difficult steps lie between

the creation of simple organic molecules and the creation of life. In any case,

the atmosphere of the early earth probably contained less ammonia and

methane than the two chemists had supposed, and more carbon dioxide and

nitrogen. Such an atmosphere would have been less fertile in simple organic

molecules. But the Miller-Urey experiment remains important neverthe-

less. What it showed is that the creation of many of the basic chemical build-

ing blocks of life may not have been too hard on the early earth.

Since this experiment, amino acids, simple nucleotides, and even the phos-

pholipids from which cell membranes are constructed have turned up in

many surprising environments, both on Earth and in space. Amino acids

have been identified in dust clouds in interstellar space. So have vast quan-

tities of water and alcohols, which are vital to the manufacture of phos-

pholipids. We know that both water vapor and many simple organic mole-

cules are also present within meteorites and comets. The presence in space

of water, as well as many different types of simple organic molecules, sug-

gests that the entire solar system has been bombarded throughout its his-

tory with life's raw materials, either through violent impacts or through

the constant drift of cosmic dust onto planetary surfaces. Indeed, it now
seems possible that several bodies within the solar system—including

Mars; Venus; Jupiter's planets, Europa and Callisto; and Saturn's moon,
Titan—may have had (and in some cases may still have) liquid water, so

they could have evolved simple organic molecules, even if they are now ster-

ile (as both Venus and Mars seem to be). It is also possible that at least in

their early life, the planets swapped organic material, as debris chipped off



ORIGINS OF LIFE AND THEORY OF EVOLUTION 97

the planets by meteoritic impacts floated between them. In 1996, for example,

it was claimed that a meteorite found in Antarctica, which had arrived about

13,000 years ago, contained trapped gases corresponding to the mix of gases

in Mars's thin atmosphere. If this claim is correct (and many scientists doubt

that it is), it may mean the meteorite came from Mars. If we discover liv-

ing organisms on Mars, we will have to take seriously the possibility that

they are related to us.
15 All in all, it now appears that the basic chemicals

from which life is formed were abundant in the early solar system.

The second task is more difficult. It is to explain how these simple chem-

icals, containing no more than a few tens of molecules at the most, were as-

sembled into the vast and complex structures necessary for life to exist. Even

viruses contain up to 10 billion atoms organized in highly specific patterns,

while the complex cells of plants and animals each contain between 1 and

too trillion (i.e., 1012 to 1014
)
atoms. At present, there is little certainty about

where or how this great leap in size and complexity was achieved. Yet it was

this change that created true life from organic chemicals. Currently, there

seem to be three possible answers to the question of where life first began.

It may have been created first in space, or on the surface of planets, or (and

this is the latest possibility) deep within planets.

For many years, Fred Hoyle and Chandra Wickramasinghe have argued

that Earth was seeded with life from outside. This theory is known as

Panspermia. If organisms were first created on planets somewhere else in

the universe, then of course we have simply shifted the problem to another

planet, and are still left to explain how life could have been constructed there

rather than here. Alternatively, it has been suggested that extremely sim-

ple organisms were assembled in space. We know that chemical processes

occur in interstellar space, and that some simple organisms are robust

enough to survive periods of space travel. Yet at present it seems unlikely

that life itself could have originated in space, where both energy and raw

materials are in short supply, thereby ensuring that chemical processes are

normally very slow. Besides, many of the chemical reactions vital to life seem

to require water in liquid form, and this cannot be found in space.

Planets—where conditions are more complex, free energy is more abun-

dant, liquid water can collect, and chemicals occur in greater density and

profusion—offer a more promising theater for biogenesis. Until recently,

most biologists assumed that if life originated on Earth, it must have ap-

peared on the surface. As early as 1871, Darwin suggested that life might

have begun in "some warm little pond, with all sorts of ammonia and phos-

phoric salts, light, heat, electricity, etc."
16 Ever since Darwin's time, biolo-
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gists have tried to figure out how natural chemical and physical processes

could have assembled these chemicals into simple organisms somewhere in

the seas or on the seashores of the early earth.

Water plays a crucial role in all these theories. Amino acids and nu-

cleotides, once formed, could have been protected to some extent as long as

they stayed in water. Both molecules can form naturally into long chains,

though this process requires drier conditions. It is possible that such chains

were formed in shallow coastal pools where dissolved molecules would have

been periodically dried out and then dissolved again. Under the right con-

ditions, chains of amino acids form proteins, while chains of nucleotides form

nucleic acids. So, after millions of years, the seas of the early earth could

have been full of simple organic chemicals, which could have joined together

into more complex patterns. A. G. Cairns-Smith has suggested that in shal-

low water, tiny crystals of clay may have provided a template for the for-

mation of more complex molecules. 17 Here, electrostatic forces may have

held atoms in complex patterns governed by the molecular structure of the

clay itself, until eventually they began to link together in new ways. It is

even possible that crystals of clay, sitting inside early cells, played some of

the roles of modern DNA by providing templates that could be used over

and over again to produce the chemicals used in the metabolism of their

host cells.

However they were created, early organic molecules could have formed

a weak organic "soup" of simple proteins, nucleic acids, and other organic

molecules. Such molecules have a natural tendency to form simple mem-
branes or "skins" made of phospholipids and to form into small globules,

"like drops of oil in a vinaigrette sauce." 18 Some of these molecules can also

absorb chemicals through their skins in a process analogous to eating, which

provides them with the energy needed to expand and absorb more chemi-

cals. Furthermore, when they grow too large and ungainly, such molecules

simply split into parts, each of which then goes its own way, just as large

water drops on an oily surface can split into smaller droplets. So, along the

shores and in the warm seas of the earth 4 billion years ago, there may al-

ready have existed organic molecules that duplicated many of the activities

of life. They formed into cell-like globules with an outer skin; they "ate" other

chemicals; and they could split into separate globules as if reproducing.

All these theories are plausible, but none can explain all the steps lead-

ing from nonlife to life. And there are problems with the "warm pond" the-

ory, including the fact that the early atmosphere may not have been as fa-

vorable to organic evolution as Miller and Urey had supposed—particularly

if, as some evidence suggests, the earliest living organisms appeared before
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3.8 billion years ago, when the earth's surface was still being bombarded

regularly by extraterrestrial material. Recent research has offered some

promising new approaches to the problem, as it has revealed the existence

of previously unknown forms of bacteria, the archaebacteria, that evolved

well below the surface of Earth. 19 Like all prokaryotes (the simplest type of

single-celled organisms), archaebacteria have no nucleus. But unlike most

prokaryotes, which extract energy either from sunlight or from other cells,

archaebacteria "feed" on chemical energy produced within the earth. They

can extract energy from iron, sulfur, hydrogen, and many other unlikely

chemicals that are buried in rocks or dissolved in seawater. Archaebacteria

can live comfortably deep below the surface of the earth, even under ex-

tremely high temperatures and pressures, so their existence raises the pos-

sibility that life originated not on but well below the surface of planets. In

the 1990s, archaebacteria were found living inside rocks more than a kilo-

meter below the earth's surface; and they have been found living at tem-

peratures well above boiling point in volcanic vents on the seafloor, as well

as in porous rocks below the seabed. In 2001, they were found in a huge re-

gion that researchers described as a "lost city" on the seabed, where heat

was generated not by volcanic activity but by chemical reactions associated

with the exposure of a green rock known as olivine to seawater. Such areas

may have been common early in the earth's history. 20 But archaebacteria

also live in huge quantities at the earth's surface. They have been studied,

for example, in the hot springs of Yellowstone National Park in Wyoming.

Finally, the extreme habitats they occupy suggest the possibility that life

may exist, or may once have existed, on neighboring planets and moons, for

similar habitats may well exist elsewhere in our solar system.

There are several reasons for supposing that archaebacteria offer a bet-

ter model than most other modern organisms for the earliest forms of life

on Earth. Archaebacteria live in environments that have changed little since

the Efadean era. And their ability to live well below the surface means that

they would have been less affected by the meteoritic impacts that were com-

mon early in the earth's history and may have periodically wiped out life

near the surface. They would also have been protected from changes in the

earth's atmosphere, and from the heavy doses of ultraviolet radiation that

bombarded the early earth before the appearance of an ozone layer. Though

the habitats of heat-loving archaebacteria may seem forbidding to us, they

may have been the best place for early organisms to establish themselves.

These environments contained plenty of chemical food to produce organic

material of the kind generated in the Miller-Urey experiments. Particularly

around thermal vents, they also contained plenty of energy to drive multi-
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pie chemical reactions. Studies of the genetic material in archaebacteria also

suggest that they have evolved far more slowly than most other surviving

organisms. And, perhaps most striking, the oldest organisms of all, whether

archaebacteria or ordinary bacteria, all appear to be heat-resistant. This sug-

gests that however we classify the earliest organisms on earth, they were

probably heat-loving organisms that evolved in the highly productive en-

vironments around deep ocean vents. If these arguments are right, then life

may have appeared first beneath the surface of the earth and its seas, before

producing new species that could survive in the cooler environments near

or at the surface .

21

The third task, to explain the origins of the genetic code, is even trickier

than the previous two. In a sense this is the most fundamental problem of

all, for the key to all modern forms of life appears to be a division of labor

between nucleotides, which store and read the instructions for making an

organism (the genome), and the proteins that use those instructions to con-

struct each individual organism. Crudely speaking, nucleotides handle repli-

cation, while proteins handle metabolism. The distinction is almost exactly

analogous to the distinction between hardware and software in computing.

So, which evolved first, metabolism (chemical activity) or replication (the

genetic code)—or did they evolve together ?
22

Oparin's theory implied that metabolism came first and accurate mech-

anisms of replication evolved later. This idea is intuitively plausible, on the

grounds that hardware can exist without software but not the other way

around. In Oparin's theory, the earliest organisms were bags of chemicals

that could reproduce in a rough-and-ready way, and even "evolve." And they

may have evolved in quite complex ways. Many people find it difficult to

understand how random processes of this kind can generate complexity.

However, evolutionary processes, even of a crude sort, are not in fact en-

tirely random. Of all the chemical experiments conducted randomly in the

early earth, some would have created more stable by-products than others.

So the process of assembling early molecules did not necessarily begin from

scratch each time. On the contrary, every time a relatively stable molecule

was produced, it was likely to survive, thereby becoming, in turn, the basis

for further experiments. As Cesare Emiliani points out, the odds of a mon-

key typing the entire Bible by tapping away randomly for millions of years

are almost infinitely low. But if a rule is added saying that each time a cor-

rect letter is typed it is locked into position, then the odds change radically,

and we can expect a Bible to be produced within a decade .

23 To put it slightly

differently, we can say that the organic chemicals of the early earth were

already subject to the laws of evolution. Most chemicals vanished, but those
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well adapted to their environment were likely to get "locked in." The few

that survived long enough had offspring, and all later generations were their

descendants. In this brutal way, the environment "selected" those chemi-

cals best able to survive and reproduce.

And there are many reasons to suppose that chemical evolution of this

kind may be quite a powerful mechanism of change. For example, some sci-

entists speculate that there exist deep mechanisms that encourage organi-

zation where we might expect pure randomness .

24 In certain types of chem-

ical reactions, a particular chemical may catalyze, or stimulate, its own
production, in a process known as autocatalysis. Bring together a sufficient

number of chemicals of this type and, eventually, there is likely to be a run-

away reaction, rather like bringing together a critical mass of uranium in a

bomb. Once the critical mass has been reached, these chemical chain reac-

tions can form extremely complex structures very quickly. If this (essen-

tially mathematical) logic is correct, then it suggests that the construction

of the large and complex chemicals that were the earliest life-forms may be

a natural tendency of organic chemistry. If so, then wherever in the uni-

verse conditions allow large amounts of organic chemicals to form and in-

teract, life may be a near certainty.

But all forms of evolution require reasonably accurate mechanisms for

replication; otherwise, even the most successful traits will be lost over time.

So even theories that put metabolism first have to explain what mechanisms

of replication existed in the early days. And this is not easy. DNA, the key

to the genetic code in all living organisms today (except for a few viruses),

is a fantastically complex molecule, containing billions of atoms. Untwisted,

a single molecule of human DNA would be almost two meters long. The

atoms ofDNA are arranged in precise patterns that, like a piece of software,

contain all the information needed to create a living organism. Every cell of

our body contains a complete set of these instructions, though it uses only

a tiny portion of its DNA instruction manual. These instructions are selected

and triggered by the particular environment in which it finds itself. Thus,

different parts of the code are used by brain cells and bone cells.

A DNA molecule consists of two long chains of nucleotides that are linked

together by rungs, like a ladder. The ladder is then twisted into a long he-

lix, like a spiral staircase. Each section of the ladder has attached to it one of

four simple clusters of atoms known as bases. Each base can link with only

one of the other four, and thus each rung of the ladder consists of two linked

bases in a strict order. Adenine (A) links only with thymine (T) and cyto-

sine (C) with guanine (G). The order in which these bases appear on each

side contains the code for manufacturing the proteins from which orga-
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nisms are constructed. Each group of three bases codes for a particular amino

acid. Special molecules periodically unzip a part of the DNA spiral, and read

off the order of bases in groups of three. Elsewhere in the cell, these amino

acids are assembled into chains to make the thousands of proteins that drive

chemical reactions and form structures within the cell. DNA can also repli-

cate itself. First, the entire double helix splits down the middle like a zipper

as the two bases that make up each rung of the ladder separate. Then, each

base attracts a counterpart from the surrounding environment, A joining

with T and C with G, until each half of the original helix has built up an en-

tirely new, complementary chain. In this way, a single molecule of DNA can

form two new molecules, each more or less identical to the parent molecule.

Explaining how this complex, elaborate, and elegant mechanism was con-

structed is one of the most challenging tasks facing modern biological the-

ory. One problem is that DNA appears to be helpless on its own. Like any

software, it is useless without hardware. So it is difficult to imagine how it

could have evolved independently. But there are also problems with the no-

tion that metabolism (the "hardware") evolved first—in particular, it is hard

to see how rough-and-ready evolutionary processes could generate a high

level of complexity. If cells reproduce without much precision, then the

mechanism Emiliani describes simply doesn't work as well. Even if a com-

plex organism evolves, the blueprint for it is likely to get blurred in later

generations. For this reason, many who have struggled with these issues

have insisted that life cannot achieve significantly new levels of complex-

ity without a capacity to replicate more precisely. And that leads us back to

the argument, despite its difficulties, that perhaps the genetic code came be-

fore complex metabolism.

What gave such theories a boost in the 1960s was the discovery that

DNA's close cousin, RNA, is less helpless than DNA. RNA is software and

can, like DNA, code information. But it exists in only a single strand, which

means that it can also fold up like a protein and engage in metabolic activ-

ities. So, it can play both of the roles of life; it can reproduce itself and pro-

vide the set of instructions for reproducing. It can be both hardware and

software. Perhaps the first molecules that replicated accurately enough to

have some form of "heredity" were made from RNA. Indeed, some viruses

even today use RNA instead of DNA as the basis for their genome.

The discovery that RNA can act as hardware as well as software gave

rise to theories suggesting that RNA was the earliest form of life. In these

theories, associated with the work of Manfred Eigen and Leslie Orgel, the

genetic code evolved first, before complex metabolism, even before cells.
25

Unfortunately, RNA copies itself less accurately than DNA, and this ere-
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ates real problems. A system of replication that is good but not quite good

enough may be the worst of all possible worlds, because it may be bad

enough to accumulate errors and good enough to transmit those errors

faithfully to later generations. It has been shown that such a system may
lead to breakdown more rapidly than the sloppier forms of replication re-

quired in "metabolism first" models of the origins of life. (Manfred Eigen,

the great champion of RNA, has described this problem, ruefully, as the

"error catastrophe.'') 26

Freeman Dyson has suggested that perhaps these two theories can be

combined. 27 Perhaps metabolism did indeed come first, and cells without a

precise mechanisms for replication dominated life on earth for many mil-

lions of years, managing, despite their limitations, to evolve many meta-

bolic processes that still occur inside modern cells. One of these processes,

present in all living organisms today, involves the storing of energy inside

a molecule known as ATP (adenosine triphosphate). And this, as it happens,

is closely related to another molecule that is a crucial component of RNA.

So perhaps RNA evolved within such cells, which might have provided a more

benign environment than the outside world for their evolution. Eventually,

acting as a sort of parasite, RNA may have hijacked the reproductive mech-

anisms of the cell until, in an early form of symbiosis, the cell and its para-

sitic RNA reached a compromise under which the cell focused on metabo-

lism and the RNA on reproduction. With more accurate mechanisms of

replication available (if the "error catastrophe" could somehow be avoided),

the RNA in such cells might eventually have evolved into DNA, which is a

close relative of RNA.

Or perhaps life as we know it emerged through a symbiosis between two

rather different types of organisms, one of which was good at metabolism

and the other at coding. Something like this division of labor still exists to-

day between bacteria and the many different viruslike entities that float be-

tween them (see chapter 5). Bacteria often use free-floating bits of software

similar to viruses for their own purposes, while entities like viruses exploit

the metabolic powers of bacteria and other organisms to reproduce. We can

imagine a very early world in which metabolizers used viruslike organs to

steady their own mechanisms of replication, while virus-type organisms

used bacteria to do their metabolism for them, until eventually the two

merged to form single organisms.

If none of these theories is totally persuasive, we should not be surprised.

There doesn't yet exist a complete theory of the origins of life. In explain-

ing the origins of the genetic code, the key to the emergence of really com-

plex organisms, we are still in difficult territory. However, progress has been
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rapid in recent decades, and ongoing research holds out the promise that a

more satisfactory story may appear within the next decade or two.

SUMMARY

Darwin's theory of evolution, as modified in the twentieth century, provides

the fundamental organizing idea of the modern life sciences. Darwin argued

that slight random variations within species explain why some individuals

are more likely to reproduce than others. Those individuals that are slightly

better adapted to their environment are slightly more likely to survive into

adulthood and produce healthy offspring, so they are more likely to pass

their genes on to later generations. In this way, by what he called "natural

selection," species slowly change, and over time entirely new species can be

formed.

Such processes may also have shaped the organic chemicals that floated

in space, on the earth's surface, and below its surface in the early days of

the earth's history. As the more "successful" and stable of these forms sur-

vived, over billions of generations more and more stable and complex or-

ganic chemicals appeared, through a chemical form of natural selection. In

this way, the earliest living organisms were created, within less than a bil-

lion years of the formation of our earth. These organisms were the ances-

tors of all modern life-forms.

FURTHER READING

Darwin is one of the few founders of modern scientific thought whose own
writings are worth reading. On the Origin of Species (1859; reprint, 1968)

is still readable today; and Steve Jones has offered a modern update in Al-

most Like a Whale (2000). Armand Delsemme's Our Cosmic Origins (1998)

offers a quick introduction, as do many good modern textbooks on biology

and evolution. In recent years, biology has generated a superb literature for

the general, nonspecialist reader. The writings of Stephen Jay Gould on evo-

lution are always worth reading, even when he does not take a mainstream

position. Daniel Dennett's Darwin's Dangerous Idea (1995) is a modern clas-

sic, while Ernst Mayr (One Long Argument [1991]) and John Maynard
Smith

(
The Theory of Evolution [3rd ed., 1975]) offer slightly older accounts.

There are several good books on modern attempts to explain the origins of

life. Paul Davies, The Fifth Miracle (1999), is one of the most recent and most
accessible. Erwin Schrodinger, What Is Life? (1944; reprint, 1992), is still

worth reading, and is updated in Freeman Dyson's Origins of Life (2nd ed.,

1999). A. G. Cairns-Smith's Seven Clues to the Origin of Life (1985) and

Robert Shapiro's Origins (1986) are good, accessible discussions. The writ-
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ings of Lynn Margulis and Dorion Sagan offer an immensely readable in-

troduction to a view of life that emphasizes the role of bacteria (the "mi-

crocosmos"; see especially Microcosmos [1987]). Eric Chaisson
(
Cosmic Evo-

lution [2001], The Life Era [1987], Universe [1988]), Stuart Kauffman {At

Home in the Universe [1995]), and Roger Lewin
(
Complexity [1993], Hu-

man Evolution [4th ed., 1999]) discuss notions of complexity and their role

in modern discussions of life.
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THE EVOLUTION OF LIFE AND THE BIOSPHERE

DIVERSITY AND COMPLEXITY

Once life had appeared on Earth, natural selection ensured that living or-

ganisms would multiply and diversify as long as they could find new niches

to fill in a changing world. This chapter will describe the main changes in

the history of life on Earth. How did evolution generate the variety of or-

ganisms present today? What are the main stages in the history of life on

Earth? Though many details of this story remain obscure, its broad outlines

are now remarkably clear.

After almost 4 billion years of evolution, most living organisms are still

simple and small. Bacteria rule, as they always did, and few bacteria are more

than a hundredth of a millimeter in diameter. Unlike stars (whose complexity

does not necessarily increase with size), living organisms seem to get more

complex as they get larger. So the predominance of bacteria is in accordance

with the general rule that simpler entities are easier to create and sustain

than complex entities, as well as being more durable and more numerous.

The vast majority of living organisms belong to what Lynn Margulis and

Dorion Sagan have called the "microcosmos." 1 This is why Stephen Jay

Gould has argued that even if the appearance of life marks the emergence

of new forms of complexity, the history of life on Earth is not merely a story

of entities becoming complex. The simplest genetic recipes still work well,

so there is no particular evolutionary virtue in complexity. 2 Indeed, in some

cases organisms have evolved toward greater simplicity: snakes have lost

their legs, moles have lost their eyes, and viruses have lost even the ability

to reproduce independently.

Nevertheless, it is also true that natural selection has experimented end-

lessly with new ways of living, and in the course of this 4-billion-year-long
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experiment, it has given rise to organisms more complex than those living

on the early earth. They have appeared even though there seems to be no
active drive toward greater complexity, and even though complex organisms

may not be terribly important in the overall scheme of things. As John May-
nard Smith and Eors Szathmary point out, "The theory of evolution by
natural selection does not predict that organisms will get more complex

Yet some lineages have become more complex." 3 A world of "macrocosmic"

organisms eventually appeared within and alongside the microcosmic world;

as large organisms ourselves, we tend to pay attention to this process

—

just as our history of the universe has concentrated on one obscure planet

orbiting one obscure star, simply because that planet happens to be our

home.

The story of increasing biological complexity can be told as a series of

major transitions. These include the origin of life itself, the appearance of

eukaryotic cells, sexual reproduction, the construction of multicellular or-

ganisms such as ourselves, and the appearance of organisms that join to-

gether in social groups.4 At each stage, molecules, cells, and individuals were

linked together in larger structures— like businesses during corporate

mergers—and evolution had to find new ways for them to communicate
and cooperate with each other. Explaining how complexity arose through

natural selection means explaining why it occasionally proved advantageous

(in Darwinian terms) for replicating molecules to cooperate in larger and

larger entities, until there appeared towering organisms like us—huge struc-

tures made up of billions of closely cooperating cells.

Despite our size (we are to a single-celled organism what the Empire State

Building is to a human), we' shouldn't exaggerate our complexity. One fa-

miliar way of measuring increasing complexity is by estimating the number
of genes it takes to construct different types of organisms. But this calcula-

tion, it appears, does not flatter us as much as we once thought. Humans do

not have the 60,000 to 80,000 genes we once believed were necessary to con-

struct us but half that number, about 30,000. Roundworms have two-thirds

as many genes as us (ca. 19,000), and fruit flies just under half (ca. 13,000);

even Escherichia coli, a bacterium that inhabits our gut, may have as many
as 4,000 genes. So, though constructing large organisms is tougher than con-

structing small organisms, the difference is not as great as we once imagined.

Our biological relatives include amoebae and roundworms as well as chimps.

THE ARCHEAN ERA: THE AGE OE BACTERIA

The most important evidence for the history of life on Earth comes from
the fossil record, which tells us a great deal about the last 700 million years.
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But this is less than one-fifth of the period during which life has existed

here. The fossil record can tell us less about earlier periods—during which

living organisms consisted of single cells, all living in the sea—because these

early organisms lacked hard parts that could form fossils. However, pale-

ontologists have learned how to find and analyze the tiny "microfossils" of

bacteria, and the oldest of these date back 3.5 billion years, close to the ear-

liest signs of life on Earth. In recent years, biologists have also made in-

creasing use of techniques for studying and comparing the genetic material

of different modern species. This work can show evolutionary links between

modern species that cannot be detected from the fossil record alone.

In the conventional planetary chronologies, the Hadean era is the era of

Earth's formation, and lasts until about 4 billion years ago; the Archean age

is the earliest era of life on Earth, lasting from ca. 4 billion to ca. 2 to 2.5 bil-

lion years ago. The first life-forms on Earth evolved early in that age, and

they did so in the presence of water. They may have been archaebacteria,

which evolved in hot volcanic vents in or below the seabed. Or they may
have been other forms of bacteria, if recent research is right in suggesting

that both archaebacteria and eukaryotic organisms evolved from earlier and

simpler organisms, the so-called eubacteria. 5

Either way, life appeared early. Living organisms probably existed by 3.8

billion years ago, for rocks of this age from Greenland contain a level of the

C 12 isotope that is normally associated with the presence of life. Life was

certainly present by 3.5 billion years ago, the date of rocks from South Africa

and Western Australia that seem to contain microfossils of bacteria similar

to modern cyanobacteria (i.e., blue-green algae). 6 These were similar to the

organisms that turn stagnant water green today. Their presence suggests

that the seas of the early earth were then already full of life. The speed with

which life appeared on Earth has encouraged many biologists to think that

given appropriate conditions anywhere in the universe, life may appear rap-

idly and naturally. So life, far from being rare, may exist throughout the

universe. As Paul Davies has recently argued, the universe itself, at least in

the current phase of its evolution, seems to be a "bio-friendly" place.
7

But that "friendliness" has its limits. Any complex structure requires a

constant flow of energy if it is to survive. So one of the fundamental tasks

for all organisms is to find sources of nutrients and energy—a task that is

not always easy. The solutions found by the earliest organisms on Earth had

a profound effect on the history of life here and also shaped the planet itself.

The earliest organisms may have extracted their energy from chemicals

below the earth's surface. They "ate" chemicals. If the earliest organisms

were archaebacteria, they probably extracted the energy they needed from
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chemical vents deep within the seas. But quite early some organisms learned

to acquire energy by eating other organisms. In this way, there emerged a

clear distinction between primary producers, which extract their energy from
the nonliving environment, and organisms higher up the food chain that

feed on other living organisms, including the primary producers. If these had

been the only ways of extracting energy, then the history of life on Earth

would have been limited by the energy supplied from the earth's molten
core and available to organisms living deep within the sea. But by at least

3 .5 billion years ago, some organisms were living near the surface of the seas,

where they learned to feed on sunlight. And the Sun is a richer source of

energy than the heat engine at the center of the earth. The cells of cyanobac-

teria contained molecules of chlorophyll, which enabled them to process sun-

light in the fundamental chemical reaction known as photosynthesis.

Photosynthesis is so important for life on earth that it is worth making
the effort to understand how it works. 8 Molecules consist of atoms linked

together by chemical bonds. However, creating chemical bonds requires en-

ergy, and some of that energy can be released by breaking the bonds again.

So chemicals can be thought of as stores of energy. Living organisms get at

the energy stored in organic molecules such as glucose by breaking their

chemical bonds. As it also takes energy to break chemical bonds, the trick is

to do it in such a way that more energy is released than is used to break the

bond. This is the work of enzymes. Enzymes are molecules (mainly pro-

teins) whose shape enables them to destabilize particular energy-containing

molecules with very little effort. By doing so, they release much more en-

ergy than they expend. The principle of using a small amount of energy to

release a much larger amount is one we are all familiar with—we do it when-
ever we use a match to light a fire. However, this whole process requires an

initial input of energy to create the chemical bonds that act as stores of en-

ergy. This is where photosynthesis comes in. In photosynthesis, chlorophyll

(in the presence of water and carbon dioxide) uses the energy of light to set

up a tiny electric current. This current drives a complex chain of reactions

that form molecules of substances such as glucose that can store energy. In

this way, plants use the energy of sunlight to create tiny energy packages

in their own bodies, which they unwrap when they need more energy. Of
course, other organisms can also use the stored energy by eating plants.

When we eat an apple, we are breaking into and using the energy stored by
the apple tree. When we burn coal, we are releasing energy stored by trees

of the Carboniferous era, 300 million years ago. In this way, large amounts
of energy derived from sunlight can be stored in quite small packages. It is

easy to forget that a cup of gasoline, which contains the energy stored by
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organisms many millions of years ago, can drive a truck up a hill. It is also

easy to forget that without the constant inflow of energy from sunlight, the

whole biosphere would run out of energy.

Using the complex chemical reactions of photosynthesis, living organisms

began to harvest the colossal bounty of sunlight. Fueled by sunlight, life

could flourish in ways that would have been unthinkable in a sunless world.

Much of the rest of the history of life on Earth is governed by the differ-

ent ways in which sunlight was captured, distributed, and divided among

the different species that shared the planet. Human history is part of this

story, for humans have found increasingly powerful ways of harvesting sun-

light, through foraging, farming, and the use of fossil fuels.

Cyanobacteria are the remote ancestors of modern plants, and they are

among the most important primary producers in the world today. Many
cyanobacteria secrete a sticky slime, which enables them to stick together

in mats. Over time, these form large, mushroom-shaped objects called stro-

matolites, with a thin upper layer of living bacteria atop a thickening layer

of their congealed ancestors. Stromatolites still form in a few environments

today (one of the most famous such places is Shark Bay in Western Aus-

tralia), but fossil stromatolites are common from as early as 3 billion years

ago. They are a reminder that many of the earliest life-forms were so suc-

cessful that they still survive today, with remarkably little obvious change.

So we should resist the temptation to think that the Archean world was

boring in comparison with ours. Properly understood, this world was as var-

ied and exotic as our own. Margulis and Sagan offer a dramatic description:

Shrunk to microscopic perspective, a fantastic landscape of bobbing

purple, aquamarine, red, and yellow spheres would come into view. In-

side the violet spheres of Thiocapsa, suspended yellow globules of sul-

fur would emit bubbles of skunky gas. Colonies of ensheathed viscous

organisms would stretch to the horizon. One end stuck to rocks, the

other ends of some bacteria would insinuate themselves inside tiny

cracks and begin to penetrate the rock itself. Long skinny filaments

would leave the pack of their brethren, gliding by slowly, searching

for a better place in the sun. Squiggling bacterial whips shaped like

corkscrews or fusili pasta would dart by. Multicellular filaments and

tacky, textilelike crowds of bacterial cells would wave with the currents,

coating pebbles with brilliant shades of red, pink, yellow, and green.

Showers of spores, blown by breezes, would splash and crash against

the vast frontier of low-lying muds and waters. 9

In the microcosmos, genetic information can float around in the form of

bits and pieces of DNA or RNA known variously as replicons, plasmids,
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phages, or viruses. These objects exist right at the borderline between life

and nonlife, for most consist of little more than genetic information look-

ing for a body to do their "living" for them. Bacteria can make use of these

fragments of genetic information at any stage of their life, not just at re-

production. And they do so to supplement the limited range of metabolic

skills available in their small genetic libraries.
10 Replicons may never be-

come incorporated into the permanent genetic store of each bacterium, but,

like borrowed software, they can be used by their host before moving on

elsewhere. So bacteria can share genetic information with a flexibility not

available to larger organisms, a feature that may help explain their aston-

ishing variety and adaptability. Despite its tiny genetic library, each bac-

terium has access to a global genetic data bank that is off-limits to larger

organisms such as us (or was off-limits, before the era of genetic engineer-

ing). As Margulis and Sagan put it: "For the macrocosmic size, energy, and

complex bodies we enjoy, we trade genetic flexibility." 11 We will see later

that symbolic language may have returned, at least to our species, some of

the adaptive flexibility that bacteria enjoy through their ability to freely

swap genetic material, by permitting us to swap information instead of genes.

By many measures, bacteria remain the dominant forms of life on earth

today. Eventually, though, some single-celled organisms began to join to-

gether in more tightly organized structures. These constitute the first steps

toward the creation of multicellular organisms such as ourselves. The be-

ginnings of multicellularity occurred during the Proterozoic era.

THE PROTEROZOIC ERA: NEW FORMS OF COMPLEXITY

Early forms of photosynthesis pried hydrogen loose from hydrogen sulfide

to store the energy of sunlight. Eventually, though, some forms of cyano-

bacteria learned to pry hydrogen loose from the much tougher bonds of

water molecules in a more efficient form of photosynthesis, one of whose

by-products was free oxygen. Over millions of years, this new, and more
powerful, metabolic technology began to transform the early atmosphere

by pumping into it huge amounts of free oxygen, a gas that was poison to

most early life-forms.

At first, free oxygen was quickly reabsorbed in chemical reactions, such

as rusting, that bound it to iron. (The presence of huge bands of rust from

the early Proterozoic era is one of the reasons we know about the increase

in free oxygen.) However, from about 2.5 billion years ago on, free oxygen

was being produced too fast to be soaked up in this way, and it began to ap-

pear in*the atmosphere. By 2 billion years ago, free oxygen may have ac-

counted for 3 percent of the gases in the atmosphere; in the last billion years,
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the level has risen to about 21 percent .

12
If there were much more oxygen

around, we'd self-ignite if we rubbed our hands together too hard!

The appearance of an oxygen-rich atmosphere was one of the greatest of

all revolutions in the history of life on earth. Margulis and Sagan describe

the change as "the oxygen holocaust ." 13 Because oxygen is so reactive, its

presence kept the atmosphere in a continuous chemical imbalance, creating

a new level of chemical tension that could drive more powerful forms of

evolutionary change. Here, fueled indirectly by the Sun, was a new source

of free energy that could be used to construct more complex life-forms. As

James Lovelock has written: "[Free oxygen] provides the chemical poten-

tial difference wide enough for birds to fly and for us to run and keep warm

in winter; perhaps also to think. The present level of oxygen tension is to

the contemporary biosphere what the high-voltage electricity supply is to our

twentieth-century way of life. Things can go on without it, but the poten-

tialities are substantially reduced ." 14

The life-forms that dominated the earth until less than 2 billion years

ago were simple, single-celled organisms that lived in the sea. Biologists call

such organisms prokaryotes. The DNA of prokaryotes floats freely within

the cell. At reproduction, the cell splits, and each half receives an identical

copy of the DNA of the parent cell. Thus, in prokaryotic organisms the off-

spring are normally clones of the parents. However, as we have seen, they

can exchange genetic information "horizontally" with their neighbors, as

well as "vertically" with their parents and offspring, an ability that allows

for types of evolution not available to more complex organisms .

15 This partly

explains why prokaryotes were so successful in discovering and exploiting

many of the basic chemical processes on which life depends even today. They

altered the earth's surface as well as its atmosphere; in the words of Mar-

gulis and Sagan, "The Age of Bacteria transformed the earth from a cratered

moonlike terrain of volcanic glassy rocks into the fertile planet in which we

make our home." 16

However, until living organisms had access to the powerful batteries of

an oxygen-rich atmosphere, there was a limit to their complexity and size.

Free oxygen is extremely damaging to simple organic materials, which is

why life could not have appeared in an oxygen-rich atmosphere. But after

2 billion years of evolution, life was robust and flexible enough to survive

the appearance of this new pollutant. Though many species must have per-

ished, those that managed to survive in an oxygen-rich atmosphere would

have flourished, because oxygen can supply much more energy than most

other forms of "food." In addition, free oxygen, floating high in the atmo-

sphere, eventually created the ozone layer. Though only a few millimeters
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thick and about 30 kilometers above the earth's surface, this layer of three-

atom oxygen molecules (O3
)
shielded the earth from much ultraviolet ra-

diation and thus made it easier for life to spread on land as well as in the

sea. In these ways, the appearance of oxygen steered evolution into new

pathways.

These changes may explain the appearance of distinctively new life-forms,

known as eukaryotes, about 1.7 billion years ago. 17 Their arrival marks a

clear increase in the genetic complexity of organisms, so it counts as one of

the major transitions in the history of life on earth. 18 While most prokary-

otes are tiny, somewhere between 1 and 10 thousandths of a millimeter in

size, eukaryotic cells are normally much larger. Most are between 10 and

100 thousandths of a millimeter across, which means that the largest can

just be seen with the naked eye. They are also more complicated and con-

tain much more (roughly 1,000 times more) DNA than most prokaryotes,

though much of this extra genetic information seems not to be used. Fi-

nally, eukaryotes thrived in an oxygen-rich atmosphere, because they found

ways of exploiting this new energy source. On a paleontological timescale,

their appearance is also quite sudden. Margulis and Sagan cite the analogy

of the astronomer Chet Raymo: "The difference between the new cells and

the old prokaryotes in the fossil record looks as drastic as if the Wright Broth-

ers' Kitty Hawk flying machine had been followed a week later by the Con-

corde jet"
19

(see figure 5.1).

Because eukaryotes contain so much more genetic information than

prokaryotes, and have access to more powerful energy sources, they have

more metabolic tricks up their sleeve and can give rise to more complex or-

ganisms. By extracting energy from oxygen, eukaryotes were indirectly ex-

ploiting the efforts of photosynthesizing organisms such as cyanobacteria,

which were constantly pumping fresh oxygen into the atmosphere. Eu-

karyotes have more flexible and adaptable membranes than prokaryotes, and

these allow them to exchange energy, foods, and wastes with their envi-

ronment with more precision. Eukryotes also protect their delicate genetic

machinery in a special internal compartment known as a nucleus. Finally,

their insides are more complex, for they contain internal organs, or or-

ganelles.

Lynn Margulis has shown that eukaryotes probably evolved through the

joining together of different types of prokaryotes and their genetic mate-

rial in a form of symbiosis—the process by which independent organisms

evolve so as to become more dependent on each other. Symbiosis is ex-

tremely common, and it illustrates one of the most complex aspects of evo-

lutionary change: the fact that competition and cooperation are so closely
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Figure 5.1. Prokaryotic and eukaryotic cells compared. Eukaryotic cells are

larger and more complex than prokaryotic cells. In all cells, ribosomes assemble

proteins, using instructions from the DNA. Flagella, which allow movement, are

present in many (but not all) cells. But eukaryotic cells also contain other struc-

tures (or organelles) that are not present in Prokaryota. Eukaryota keep their

DNA in a special area (the nucleus), where it is protected by a special membrane,

and often organized into special parcels called chromosomes. They also have mito-

chondria, which convert food into chemical energy; and many have chloroplasts,

which convert light into chemical energy in the process known as photosynthesis.

Finally, Eukaryota also have a cytoskeleton, a complex structure made up of pro-

tein rods and tubes, that organizes the different organelles within the cell. From

Armand Delsemme, Our Cosmic Origins: From the Big Bang to the Emergence

of Life and Intelligence (Cambridge: Cambridge University Press, 1998), p. 164.

Reprinted with the permission of Cambridge University Press.

intertwined. In evolution, as in commerce, not all games let the winner take

all. Often, the winning move for a particular organism requires cooperat-

ing with other organisms. Biologists identify several different kinds of sym-

biosis. Parasitism is a relationship in which one species benefits at the ex-

pense of another. Robins laying eggs in the nests of other birds are acting

like parasites. But parasitism is not predation (in which the victim loses

everything). If the relationship is to endure and benefit the parasite, the host

must be kept alive, at least for a time; otherwise, the parasite gains little. In

the relationship known as commensalism, two species live together and one

benefits while the other seems to suffer no harm. Mutualism is a relation-
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ship in which both species seem to benefit from the partnership. Most flow-

ering plants depend on insects or birds for pollination, but to attract their

pollinators they "offer" nectar or food of some kind. Human agriculture in-

volves a form of mutualism between humans and domesticated species of

animals and plants. For example, humans eat maize (the cereal commonly
known in North America as corn), and in some regions they will starve if

the crop fails. But maize benefits from this relationship, because humans
protect their plants, helping them to reproduce and flourish. Indeed, so de-

pendent are modern strains of maize on this relationship that they can no

longer reproduce without the help of humans. This is true symbiosis: a re-

lationship in which one or both partners can no longer survive outside of

the symbiotic relationship. Such relationships are surprisingly common in

the animal world because where both partners gain something, the rela-

tionship may prove more stable than if one partner is gaining very little.

This is why virulent disease bacteria so often evolve in ways that do less

and less harm to their "hosts." The most familiar examples for humans are

"childhood" diseases such as chicken pox, which have all evolved from more

virulent species that did so much damage to their hosts that they sometimes

killed them off.

In extreme cases, mutualism may lead to the creation of a single orga-

nism from two species that had been independent. In a sense, eukaryotes

are therefore the first "multicelled" organisms. With the appearance of eu-

karyotes, as Margulis and Sagan note, "Life had moved another step, beyond

the networking of free genetic transfer to the synergy of symbiosis. Sepa-

rate organisms blended together, creating new wholes that were greater than

the sum of their parts ." 20 We know this step was taken, because the inter-

nal organelles of eukaryotes seem to have developed from once-independent

prokaryotic organisms that may originally have acted like parasites. Eu-

karyotic organelles include thousands of tiny ribosomes, in which different

proteins are manufactured according to recipes contained in the DNA.They
also include mitochondria, which specialize in extracting energy from oxy-

gen in chemicals "eaten" by the cell, and lysosomes, which destroy harm-

ful intruders. The whiplike flagella, which are present in most eukaryotes,

allow them to move; thus eukaroytes, unlike prokaryotes, can move to con-

genial environments rather than just surviving wherever they drift. Pre-

sumably, motion revolutionized many evolutionary processes: "As the

steam engine sped up the cycles of industrial production, including the man-
ufacture of more steam engines, spirochete partnerships may have initiated

a burst of development, increasing the number and diversity of symbiotic

life forms." 21 Eukaryotic photosynthesizers also contain chloroplasts, or
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packets of chlorophyll. Indeed, the earliest eukaryotic organisms were prob-

ably green algae. The fact that some of these organelles, including mitochon-

dria and chloroplasts, still contain their own DNA (mitochondria contain

about a dozen genes) is one of the reasons for thinking that eukaryotes

evolved through the symbiotic union of once-distinct organisms.

Eukaryotes reproduce in more complex ways than do prokaryotes. While

most prokaryotes produce identical copies of themselves, eukaryotes nor-

mally reproduce only after merging the genetic material between two dif-

ferent parent individuals. The DNA from two adults merges randomly to

produce new strands of DNA, which contain a mix of the genes of both par-

ents. As a result, individuals vary more among eukaryotes than among
prokaryotes. They are no longer clones of their parents. This innovation,

the first step toward sexual reproduction, had a profound impact on the pace

of evolutionary change, for it gave natural selection a greater variety of bod-

ies to choose from in each generation. The evolutionary acceleration trig-

gered by the emergence of eukaryotic organisms and of sexual reproduc-

tion explains why, in the last billion years, life has flourished in entirely new
ways, creating the profusion of large life-forms that inhabit the modern

earth. Sexual reproduction counts, along with the appearance of eukaryotic

organisms, as one of the major turning points in the history of life on earth. 22

THE CAMBRIAN EXPLOSION: FROM THE MICROCOSM TO THE MACROCOSM

The evolution of eukaryotic cells was part of a suite of evolutionary changes

that were as significant as any since the first emergence of life on earth.

Sexual reproduction accelerated evolutionary change. Increasing amounts

of free oxygen and the evolution of breathing (i.e., the ability to extract en-

ergy from oxygen) made more energy available for more exotic and pow-

erful forms of metabolism. And, perhaps most important of all, eukaryotic

organisms began to combine into teams that eventually formed the first mul-

ticellular organisms. Taken together, these changes help explain the "Cam-
brian explosion"—the relatively sudden proliferation of larger, more com-

plex, and more energetic life-forms that began almost 600 million years ago.

The first multicellular organisms (as opposed to mere colonies of orga-

nisms, such as stromatolites) may have evolved as early as 2 billion years

ago. 23 But they became common only in the last billion years. Before such

organisms could flourish, there were some serious problems to overcome.

Most important of all, large numbers of cells had to be able to communi-
cate and cooperate with each other in new ways.

This was not easy. To understand how it happened, it is important to dis-

tinguish between different types of biological cooperation. The first is sym-
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biosis, which we have already encountered. A second type of cooperation

arises from the formation of societies or colonies made up of many indi-

viduals of the same species. Sometimes these animal societies are held to-

gether quite loosely. We know that early organisms, including cyanobacte-

ria, gathered in huge colonies, for stromatolites are formed from such

colonies. However, though they gave protection to individuals, these colonies

are not yet examples of symbiosis, as the individual organisms can still sur-

vive on their own when necessary. Some modern sponges appear to be sin-

gle organisms, but in fact they can be passed through a sieve. They will break

into a pulp, then reconstitute themselves as the individual cells regather.

Equally extraordinary is a type of amoeba that feeds on bacteria. Joel de Ros-

nay explains:

If you deprive it of food and water, it emits a distress hormone. Other

amoebas rush to the rescue and gather into a colony about a thousand

strong—a thousand "individuals," as it were, moving like a slug in

search of nourishment. If they don't find it, they stop moving, put up

a spore-producing stalk, and remain there indefinitely, just like that, as

long as it's dry. But if you add water, the spores germinate and give rise

to independent myxamoebas, which head off in different directions. 24

Such entities consist, essentially, of millions of separate individuals huddling

together in a sort of crowd, capable if necessary of working together in a

team.

In so-called social animals, such as ants or termites, the dependence be-

tween individuals is greater. In ant or termite colonies, many individuals

are sterile. Cooperation of this kind poses a serious problem to evolution-

ary theory, for what evolutionary advantage could there be for an orga-

nism that has no offspring? Why would genes evolve that seem to commit

suicide in this way? The solution seems to be that natural selection works

in such communities as long as the cooperating organisms are closely re-

lated. Genes that encourage an individual organism to enhance the repro-

ductive chances of close relatives can indirectly enhance their own survival

chances. For example, a sterile worker ant may share 50 percent of its ge-

netic material with other ants in the colony that can reproduce. By helping

them to reproduce, it is encouraging the survival of many of its own genes.

Indeed, it can be shown mathematically that in certain situations the sur-

vival of particular genes may be maximized not just by having lots of off-

spring but also by helping relatives to have lots of offspring. But those rel-

atives must be close. (The geneticist J. B. S. Haldane once commented that

he would lay down his life for two brothers or eight cousins; he was refer-

ring to the fact that he shared half his genetic material with his brothers,
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but only one-eighth with his cousins.) 25 Only through arguments of this

kind is it possible to show how Darwinian mechanisms of natural selection

can give rise to individuals that cooperate with other members of their

species, even if doing so reduces their immediate reproductive chances.

Multicellular organisms are an extreme example of this type of cooper-

ation. Organisms such as ourselves consist of hundreds of billions of indi-

vidual cells, yet only a tiny number, the so-called germ cells, have any chance

of reproducing. Why do the bone, blood, and liver cells put up with this?

The answer seems to be that all the cells contain the same genetic material.

They are clones, so they have identical DNA molecules. By cooperating, they

maximize the survival chances of their shared genetic blueprint. In genetic

terms, they have a common "interest" in ensuring the survival and repro-

duction of the entire organism, and therefore of the tiny number of germ

cells. In such organisms, billions of individual cells cooperate so closely that

we no longer think of them as separate organisms, but consider them to be

parts of a single, complex, multicellular organism.

So, before multicellular organisms could evolve, there had to exist a mech-

anism that allowed a single germ cell (a fertile egg) to multiply into many
different kinds of genetically identical cells in the adult form. What hap-

pens is that each cell inherits the same genetic material; but as the organism

develops, external factors switch on different genes in different cells, lead-

ing different cells to develop differently. Once set, these genetic switches

can then be passed on to further cells, so that a single brain cell may mul-

tiply by cloning many identical daughter cells.
26 In the same way, muscle

cells produce more muscle cells, bone cells produce more bone cells, and so

on. This secondary form of heredity, by which only some of the total genome

contained in the DNA is expressed in each cell, is characteristic of the way

cells develop in all multicellular organisms.

The first extensive fossil evidence of multicellular organisms dates from

the Ediacaran era, ca. 590 million years ago. But the fossil record of multi-

cellular organisms really becomes abundant during the Cambrian era, from

ca. 570 million years ago. Quite suddenly, in geological terms, there appeared

organisms with protective shells, made from secretions of calcium carbon-

ate. Their shells have survived exceptionally well as fossils. The worldwide

appearance of shells marks the beginning of the Cambrian era, but it is hard

to tell whether this signals a real flourishing of multicellular organisms or

merely the appearance of organisms more likely to be preserved as fossils.

The largest multicellular organisms, such as trees or humans, may con-

tain as many as 100 billion cells—as many cells as there are stars in the

Milky Way. Humans have as many as 250 or more distinct types of cells,
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which are created and controlled by the activity of about 30,000 genes. At

the other extreme are simpler multicellular organisms, such as fruit flies,

which have only about sixty different types of cell. The hydra, an inverte-

brate that consists of little more than a translucent tube about 30 millime-

ters long, has only sixty different types of cell.
27 Clearly, the evolution of

multicellularity implied a significant increase in the complexity of living or-

ganisms. (As always, we must be careful not to assume that "more com-

plex" means "better.")

Few multicellular species survive in the fossil record for more than a few

million years. As a result, the multicellular species that exist today are a

tiny proportion of the many different species that have evolved in the past

600 million years. However, some of the larger types of species that have

evolved since the Cambrian explosion have proved remarkably durable. It

is as if there emerged standard general patterns, on which evolution kept

weaving minor variations.

To understand the history of these different types of multicellular orga-

nisms, we need a system of classification, a taxonomy. Biologists classify

species into many different groups and subgroups. The smallest unit of clas-

sification is a species. A single species consists of individual organisms that

are so similar biologically that they can, in principle, interbreed with each

other, but not with members of other species. Modern humans constitute a

single species. According to one well-known definition, a species consists of

"groups of actually or potentially interbreeding natural populations, which

are reproductively isolated from other such groups." 28 Similar species are

grouped together in genera, related genera are grouped into families and

superfamilies, and these, in turn, are classified within orders, classes, phyla,

and, finally, kingdoms and even superkingdoms.

Currently, biologists differ about the best ways of classifying organisms

at the highest levels. Linnaeus, the pioneer of modern systems of classi-

fication, grouped all organisms into two large systems: plants and animals.

However, as they made more use of microscopes, biologists became aware

of a vast array of single-celled organisms that did not fit into these two

categories. In the middle of the nineteenth century, the German biologist

Ernst Haeckel suggested that all single-celled organisms be classified with-

in a separate kingdom of Protista. Then, in the 1930s, biologists realized

that there was a fundamental difference between cells with nuclei and those

without. As a result, they began to divide all organisms into two distinct

kingdoms, the Prokaryota (organisms whose cells had no nuclei) and the

Eukaroyta (organisms whose cells had nuclei). In some systems, the Eu-

karyota also include all multicellular organisms. In the second half of the
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twentieth century, powerful arguments emerged for the creation of sepa-

rate kingdoms for fungi and for viruses (which are so simplified that they

cannot even reproduce without hijacking the metabolic systems of other

organisms). In the 1990s, Carl Woese proposed a new large classification

to distinguish between the archaea and other forms of bacteria. Like all

prokaryotes, archaea do not have nuclei; but unlike other prokaryotes they

take in energy neither from sunlight nor from oxygen but from other

chemicals.

Table 5.1 describes one contemporary system of classification at the high-

est levels. This recognizes two superkingdoms, the Prokaryota and Eukary-

ota. Within these, it recognizes five kingdoms: Monera (the only kingdom

within the Prokaryota), Protista (single-celled eukaryotic organisms), and

Plantae, Fungi, and Animalia (all multicelled Eukaryota). Using this sys-

tem, we can say, for example, that modern humans belong to the super-

kingdom of Eukaryota; to the kingdom of animals (Animalia); to the phy-

lum Chordata, or backboned animals; to the class of mammals, or Mammalia;

to the order of primates; to the superfamily Hominoidea (which includes

humans and apes); to the family Hominidae (which includes humans, go-

rillas, and chimpanzees); to the subfamily Homininae (which includes hu-

mans and their ancestors of the last 4 or 5 million years); to the genus Homo;
and to the species sapiens .

29

Multicellular organisms divided quite quickly into three great kingdoms:

plants (organisms that derive their energy from photosynthesis), animals

(organisms that consume other organisms), and fungi (organisms that di-

gest other organisms externally before absorbing nutrients from them). In

the Ediacaran era, from ca. 590 to 570 million years ago, an astonishing range

of multicellular organisms appear, some quite similar to organisms such as

sponges, sea worms, corals, and mollusks that still exist today. But some

species were quite different from anything that exists today. This is also true

of many Cambrian organisms such as those excavated in the "Burgess shale"

in British Columbia, which date from ca. 520 million years ago. This was

clearly a period of genetic experimentation. From it there emerged, through

adaptation or perhaps (as Stephen Jay Gould has argued) more through the

sheer exuberance of evolutionary change, a number of basic patterns for the

organization of multicellular plants and animals.30 Many of these patterns

have survived to the present day.

The discovery of fossil spores from the Ordovician era (510-440 million

years ago) suggests that plants were the first multicelled organisms to leave

the sea and colonize the dry land. For multicelled organisms, colonizing the

land was like settling another planet. Above all, the process required spe-



TABLE 5.1. THE FIVE-KINGDOM SCHEME OF CLASSIFICATION

Superkingdom Kingdom Members

Prokaryota (single-cell Monera bacteria, blue-green algae.

organisms without and archaebacteria

nuclei) (sometimes put in a

separate kingdom)

Eukaryota (organisms Protista (mostly protophyta, protozoa.

whose cells have nuclei

and organelles)

single-celled) and slime fungi

Plantae (multicell, algae, bryophytes (mosses,

contain chlorophyll liverworts, and horn-

and photosynthesize, worts), ferns, psilo-

normally cannot phytes, lycopodiophytes,

move) conifers, gnetophytes,

ginkgophytes, cycads,

and flowering plants

Fungi (multicell, no yeasts, toadstools, and

chlorophyll, obtain

energy by decom-

posing organic

remains, normally

cannot move)

mushrooms

Animalia (multicell, protozoans, sponges.

no chlorophyll. corals, flatworms,

obtain energy from tapeworms, arthropods,

other organisms, mollusks, lampshells,

often mobile) annelids, bryozoans,

echinoderms, hemichor-

dates, and chordates,

including the vertebrates

cial protective equipment to prevent the organism from drying out and col-

lapsing. The wet insides had to be protected by an insulating layer of some

kind; indeed, all land animals still carry small surrogate seas within them-

selves, and it is there that their young are fertilized and begin to grow. Once

on land, and without the buoyancy of water, bodies also needed more in-

ternal rigidity, a problem most often solved by using calcium compounds

secreted from their cells to make skeletons. Special ways of feeding, breath-

ing, and reproducing had to be developed as well. The land was, as Margulis

and Sagan succinctly describe it, a hellish environment "of torturous sun,
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biting wind, and decreased buoyancy." 31 The earliest dry land colonizers were

similar to modern liverworts or ferns. The first seed-bearing trees appeared

during the Devonian period (410-360 million years ago). These formed huge

forests from which most modern reserves of coal are derived. (Coal, like oil

and natural gas, the other major "fossil fuels," is literally formed from the

fossilized remains of once-living organisms.)

Animals have taken multicellularity further than have plants. Their cells

are more specialized, and communicate with each other more efficiently. An-

imals have also made a specialty of mobility and complex behavior. But this

is not necessarily a cause for pride; rather, it is a sign of the all-pervasive-

ness of symbiotic relations in evolution, for plants don't just feed animals

but also exploit the mobility of animals to spread their own seeds. They don't

need brains or legs—they use ours

!

32 The first animals to move on land were

probably arthropods, a bit like giant insects.We know of their presence from

the Silurian period (440-410 million years ago). They included creatures

similar to modern scorpions but as large as human beings. Arthropods, such

as modern lobsters, carry their skeletons on the outside. In contrast, verte-

brates, the group of animals that includes modern human beings, all have

internal skeletons. The earliest vertebrates evolved in the sea, during the

Ordovician period, between 510 and 440 million years ago, from wormlike

ancestors. They included early forms of fish and sharks. All vertebrates had

a backbone, limbs, and a nervous system whose parts were concentrated at

one end, the head. This thicket of nerves at the end of the backbone was the

first brain. Eventually it was to become the seat of consciousness, for at some

point in the evolution of vertebrate brains (we do not know when), there

appeared the capacity not just to react to stimuli but also to feel them, to be

in some sense aware of them.

With the appearance of the earliest nervous systems, we can perhaps claim

that simple forms of "consciousness" had evolved, if we accept Nicholas

Humphrey's argument that consciousness is the capacity to feel sensations,

even where there is no systematic thought or self-awareness. "To be con-

scious is essentially to have sensations: that is, to have affect-laden mental

representations of something happening here and now to me." 33 But con-

sciousness clearly has degrees or grades, and these depend on how the brain

represents and experiences the external world. Terrence Deacon has sug-

gested that the experiences Humphrey refers to here should really be de-

scribed as sentience, while the word consciousness should be applied to the

way in which organisms "represent aspects of the world to themselves." 34

He argues that all creatures with nervous systems can construct internal

representations of the external world that allow them to react in more com-
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plex ways to external changes. Thus, a bear will come to feel that there are

similarities between all animals that look like bears. It may also learn to feel

a close correlation between the onset of winter and a desire to hibernate.

These felt representations of the external world may exist in all animals with

nervous systems, though their diversity, the number of links between

them, and the power of the sensations associated with them may increase

in larger-brained species. But Deacon further argues that only humans can

think in symbols—that is, in purely arbitrary signs that link together many
different types of representation and can create a quite distinct internal world

of their own. 35 So, it seems likely that the inner world of humans shares

much with that of the earliest organisms with brains, even if the glare of

our symbolic thinking normally casts a mental shadow over these more di-

rect and universal forms of sensation. The sensations that lurk in the back-

ground of our consciousness are probably shared with all organisms that

are "aware" in this minimalist sense.

Though the earliest forms of consciousness evolved in the sea, con-

sciousness was to flourish most spectacularly on land. Vertebrates (animals

with backbones) first colonized the land in the late Devonian period, though

the earliest steps on land may have taken place in the Silurian. Modern land

vertebrates are still quite similar in their basic layout. All have four limbs,

each with five digits even when, as in snakes, the limbs and digits have almost

shriveled away. Such similarities suggest that all of them—amphibians, rep-

tiles, birds, and mammals—are descended from the earliest colonizers of the

land. The first amphibians evolved from fish that could breathe oxygen and

whose fins could be used to move on land, like modern lungfish. However,

amphibians have to lay their eggs in wafer, which normally confines them
to seashores, rivers, or ponds. Reptiles evolved eggs with hard shells, just as

trees evolved seeds with tough skins, so both types of organism can repro-

duce on dry land. The earliest reptiles appeared about 320 million years ago,

during the Carboniferous era (360-290 million years ago). But evidence is

growing that they began to flourish after the "great dying," the massive

extinctions of ca. 250 million years ago (at the end of the Permian period),

which were perhaps caused, like the later Cretaceous extinctions, by a huge

asteroid impact. 36 To modern humans, the most spectacular of the ancient

reptiles were the dinosaurs. These first appeared during the Triassic period

(250-210 million years ago) and flourished until the end of the Cretaceous

period, ca. 65 million years ago. 37

Modern evidence suggests that the many different species of dinosaurs

died out quite suddenly after an asteroid collided with the earth, creating

a huge dust cloud. 38 The Cretaceous impact may have created the 200-
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kilometer-wide Chixculub crater in the north of Mexico's Yucatan Penin-

sula. For many months, temperatures on the earth's surface would have

dropped as the Sun's light was obscured. But then, as layers of dust insu-

lated the earth, creating a sort of greenhouse effect, temperatures would have

risen once more. These wild temperature fluctuations were enough to wipe

out many species of warm-adapted creatures. Modern birds, with their in-

sulating layer of feathers, may be descendants of the few species of dinosaurs

that survived the catastrophe of the late Cretaceous period.

MAMMALS AND PRIMATES

Unlike reptiles, mammals are warm-blooded and furry. Their young are

nourished before birth inside the bodies of females and after birth from

modified sweat glands that produce milk (see timeline 5.2).

Mammals first appeared during the Triassic, at about the same time as

the earliest dinosaurs. However, they remained limited in variety, number,

and size during the era of the dinosaurs. Typically, mammals were small

night creatures— similar in size, perhaps, to modern shrews. Their small bod-

ies, and the fact that many lived in underground burrows, may have helped

them survive the catastrophe that wiped out so many types of dinosaurs.

After the disappearance of most dinosaurs, mammals flourished in a spec-

tacular radiation of new species. They soon filled the many ecological niches

vacated by dinosaurs. Mammal browsers appeared, alongside mammal car-

nivores, mammal insect eaters, and mammal tree dwellers. The asteroid im-

pact of the late Cretaceous period counts, therefore, as a crucial event in the

prehistory of our own species. If the asteroid had been on a slightly differ-

ent trajectory, say a few minutes faster or slower, mammals would have re-

mained limited in numbers and variety, and our own species could not pos-

sibly have evolved.

The crisis of the late Cretaceous is a reminder of the capriciousness and

open-endedness of evolutionary change. Evolution has no preplanned di-

rection. There was no inner necessity about the way in which life evolved

on Earth. It may have been likely that photosynthesizing organisms would

develop, or that, eventually, multicellular organisms would evolve. 39 In this

limited sense, it was likely that larger and more complex organisms would

at some point appear. But there was no necessity about evolution taking the

particular pathways it took on Earth.

Humans belong to the group of mammals known as primates. Today,

the primates include about 200 species of monkeys, lemurs, and apes. Most

have been tree dwellers. This particular niche encouraged the evolution of

limbs with opposable thumbs (that could grasp); of eyes that could see
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stereoscopically, in order to judge distances accurately; and of brains that

could control the complex movements of limbs and process the complex in-

formation from eyes. The earliest primates appeared soon after the extinc-

tion of the dinosaurs, and the group rapidly diversified, unconscious

beneficiaries of the fluky crash landing at Chixculub.

Humans belong to the superfamily of primates known as the Hominoidea

(hominoids). This includes human beings and the apes (chimpanzees, go-

rillas, gibbons, and orangutans) among living creatures, as well as many ex-

tinct species. The fossil record suggests that the earliest hominoids appeared

roughly 25 million years ago in Africa. That our evolutionary ancestors had

lived in Africa is an idea that even Darwin held, though he had far less ev-

idence than we have today. His reasoning was simple: in the modern world,

the animals most like ourselves all live in Africa. Chimpanzees and goril-

las, he argued, are more similar to modern humans than are Asian orang-

utans. For his contemporaries, though, discriminating between chimps and

orangutans was missing the point; it was the thought that we might be re-

lated to apes of any kind that was shocking and insulting. But the idea was

not as novel as it may have seemed, and many communities have thought

of primates as closely related to humans. A Portuguese missionary. Father

Alvares, who worked in Sierra Leone early in the seventeenth century, re-

ported that "there are heathen that claim to be descendants of this animal

[the dari, or, in modern language, the chimpanzee], and when they see it

they have great compassion: they never harm it or strike it, because they

consider it the soul of their forefathers, and they think themselves of high

parentage. They say they are of the animal's family, and all that believe they

are descended from it call themselves Amienu ."40

According to the classification adopted here, the Hominoidea are divided

into three main groups: the Hominidae, the Pongidae (orangutans), and the

Hylobatidae (gibbons). The Hominidae, in turn, include two main groups:

the Gorillinae (gorillas and chimpanzees) and the Homininae. The Homi-

ninae are the only primates who have customarily walked on two legs. Mol-

ecular dating techniques suggest that the hominine line diverged from the

Gorillinae between 5 and 7 million years ago. Modern humans are the only

living members of the hominines, but the group also includes many extinct

species, among which are our immediate ancestors (see chapter 6).

EVOLUTION AND THE EARTH'S HISTORY: "GAIA”

I have told the history of life on earth and of the earth itself as if these were

different stories. In fact, they are closely linked. The evolution of new life-

forms transformed the earth's atmosphere by pumping huge amounts of
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free oxygen into it. The dead bodies of millions of plants and animals cre-

ated the carboniferous rocks and the huge deposits of fossil fuels that power

modern industries, and in these ways they transformed the earth's geology.

Meanwhile, archaebacteria excavated and mined the regions beneath the

seabed.

It is possible that the impact of life on our planet has been even more
far-reaching. James Lovelock has argued that forms of cooperation between

living organisms are much more extensive than we normally recognize. In-

deed, he has argued that in some sense living organisms constitute a single,

earthwide system; he calls it "Gaia," after the Greek goddess of the earth.

Gaia acts as a huge self-regulating superorganism, which automatically

maintains an environment suitable for life at the earth's surface.

The Gaia hypothesis, when we introduced it in the 1970s, supposed

that the atmosphere, the oceans, the climate, and the crust of the Earth

are regulated at a state comfortable for life because of the behavior

of living organisms. Specifically, the Gaia hypothesis said that the

temperature, oxidation state, acidity, and certain aspects of the rocks

and waters are at any time kept constant, and that this homeostasis

is maintained by active feedback processes operated automatically

and unconsciously by the biota.
41

As one illustration of these mechanisms, Lovelock points out that though

the heat emitted by the Sun has almost certainly increased by perhaps 40
percent during the last 4.6 billion years, the temperatures at the earth's sur-

face appear to have been maintained at roughly 15 °C, or within the range

suitable for life to evolve and flourish. What mechanisms could maintain

such a stable global thermostat? Algal blooms may provide an example of

these feedback processes, linking the living and nonliving environments.

Many algae generate a gas called dimethyl sulfide (DMS). When it reacts

with oxygen high in the atmosphere, DMS creates minute particles around

which water vapor condenses. In effect, by producing large amounts of DMS,
algae create clouds. Massive cloud cover reduces the amount of sunlight that

reaches the surface, cooling the earth's surface and thus reducing the num-
bers of algae near the surface. As a result, the amount of DMS generated

declines, cloud cover begins to decline, and the amount of sunlight reach-

ing the surface increases. So algae create a sort of worldwide thermostat,

which maintains the earth's surface within a limited range of temperatures

by constantly adjusting the amount of cloud cover. Lovelock's theory holds

that the biosphere (the totality of life on Earth) is held in a state of rough

equilibrium by many interlocking negative feedback loops of this kind.42

One reason why Lovelock's theory has been greeted with skepticism is
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that it is hard to explain why particular species should have evolved in ways

that benefit the biosphere as a whole. The theory of natural selection en-

courages us to think of competition rather than cooperation as the domi-

nant force in evolution, because there are many individuals and few niches.

So the existence of cooperation between species always requires special ex-

planation. Within multicellular organisms, genetic similarity seems to ex-

plain cooperation. And we have already seen that there are many forms of

symbiosis in which both species benefit. But the idea of cooperation on a

global scale is harder to justify. Why should algae have evolved the capac-

ity to emit DMS unless it is "adaptive" for the species that have evolved

this ability, unless it helps them reproduce their own genes? Lovelock has

always insisted that there must be a Darwinian logic behind such processes,

but explaining that logic is not easy. In specific instances, we can sometimes

see how the benefits to a particular species coincide with those to the bio-

sphere as a whole. It has been suggested, for example, that some algae may
have the ability to ride high in rising air currents before descending again

in rain. Because it disperses their offspring widely, this process offers a clear

evolutionary advantage to the species as a whole. The release of DMS may
help in the process in several ways. When reacting with oxygen, DMS can

generate heat that may help create updrafts to carry bacteria aloft. Once high

in the clouds, the water vapor and ice crystals that form around the by-

products of this reaction can protect the algae from drying out in the upper

atmosphere. The same ice crystals may also help carry them back to earth.

Such arguments, like the "hidden hand" of Adam Smith's economic theory,

may help explain how competition between individuals and species led to

outcomes that were, on balance, beneficial to most life-forms. The seeding

of clouds may be just one of myriad ways in which life itself, particularly

bacterial life, helps keep the biosphere in a state suitable for the survival of

life in general .

43

There is a further possibility, which is that cooperation is far more nat-

ural in the bacterial realm than in the realm of large organisms because bac-

teria exchange genetic information more freely than do large organisms. As

we have seen, bacteria can exchange replicons almost as easily as modern

humans exchange coins. This means that in the bacterial world, at least, nat-

ural selection shapes entire teams of bacteria that work together. As Mar-

gulis and Sagan put it:

Its minimal number of genes leaving it deficient in metabolic abilities,

a bacterium is necessarily a team player. A bacterium never functions

as a single individual in nature. Instead, in any given ecological niche,

teams of several kinds of bacteria live together, responding to and
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reforming the environment, aiding each other with complementary

enzymes. . . . Intricately meshed in this way, bacteria occupy and

drastically alter their environments. In huge and changing numbers,

they perform tasks of which individually they are incapable. 44

If this argument is correct, it may be that bacterial cooperation extends even

to the planetary scale—in which case it would be much easier to explain the

forms of cooperation that Lovelock has detected within "Gaia." It would cer-

tainly make sense of the fact that bacteria seem to play the crucial roles in

maintaining the viability of the biosphere.

Whether the Gaia hypothesis is literally true or not, it is a powerful and

inspiring idea. "Si non e vero, e ben trovato" (if it isn't true, it was well in-

vented). Besides, it is abundantly clear that living organisms really have

transformed the earth's surface. But the reverse is also true. Geological

changes have shaped evolution. In eras in which most of the continents were

joined together, there was less biodiversity than in eras in which the conti-

nents were scattered more widely over the face of the planet, because there

was less ecological variety. Today, the continents are widely scattered, so life

has been exceptionally diverse in the earth's recent history (until the ac-

tions of our own species began to reduce that diversity in the past few cen-

turies). By altering the number and variety of available niches, the re-

arrangement of the continents by plate tectonics may explain why in the

past 500 million years there have been at least five periods of sharply de-

clining biodiversity—periods in which perhaps 75 percent or more of all

species may have vanished. Of these, the most catastrophic occurred in the

late Permian period, ca. 250 million years ago, as the supercontinent of Pan-

gaea formed. In this period, it appears that more than 95 percent of all ma-

rine species may have become extinct.45 The evolution of primates occurred

during a period of accelerated evolutionary change caused both by the me-

teoritic impact of the late Cretaceous and by the existence of an exceptional

number of distinct ecological niches in a geologically complex world.

The precise configuration of continents and seas at any time can also pro-

foundly affect climatic patterns. Indeed, our own species evolved in a period

of unusually rapid climatic and ecological change. Climates became cooler

during the Miocene epoch, from 23 to 5.2 million years ago. Reduced evap-

oration from the oceans meant that climates generally also became drier, so

that forests shrank while steppe and desert regions spread. These changes

were partly due to rearrangement of the earth's continental masses, as the

Atlantic sea widened, and as Africa and India both drifted north to collide,

respectively, with the western and eastern parts of the Eurasian landmass.

When warm, equatorial water can circulate freely to the poles, it keeps the
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earth's climates warm. In the current era, the presence of Antarctica over

the South Pole prevents warm water from warming the South Pole, while

the circle of continents around the North Pole limits the movement of equa-

torial waters northward. This conjunction, which blocks off the circulation

of warm water at both poles, may be unique in the planet's history. The trend

toward cooler, drier climates has accelerated during the Pliocene epoch, from

5.2 to 1.6 million years ago, and into the Pleistocene, the epoch in which

our hominine ancestors evolved. About 6 million years ago the Mediter-

ranean became a semienclosed inland sea locking up some 6 percent of the

salt of the world's oceans. With lower concentrations of salt, the remaining

oceans froze more easily and the ice cap of the Antarctic began to expand

rapidly, causing a sharp fall in world temperatures. About 3.5 to 2.5 million

years ago, ice sheets began to form in the northern hemisphere and in

Antarctica, and by 900,000 years ago there were already large sheets in the

far north. The world had entered the "ice ages" (see figure 5. 2).
46

Specialists in climatic history can now measure the most recent changes

in global climates with great precision. Oxygen has three isotopes (i.e., atoms

with different numbers of neutrons in their nuclei). Because ice sheets and

water absorb them in different amounts, the ratio of these isotopes re-

maining in the oceans varies depending on the amount of water locked up

in ice. By finding fossil organisms that have taken in oxygen, and measur-

ing the ratios of these isotopes in their remains, scientists can estimate the

size and extent of the world's ice sheets when these organisms were alive.

Such calculations show that within the longer, cooling trend, there have also

been shorter cycles of warmer and colder periods. These are partly caused

by changes in the earth's tilt and orbit. It is now clear that the frequency of

these shorter cycles has changed in the last 5 million years. A complete cy-

cle, from a warm interglacial period to a longer glacial period and back again,

lasted about 40,000 years up to ca. 2.8 million years ago. From then until

ca. 1 million years ago, they lasted about 70,000 years, and in the last mil-

lion years the dominant cycles have lasted about 100,000 years.47 The cur-

rent pattern seems to consist of brief interglacials, or warm periods, lasting

about 10,000 years, and much longer cool periods, with short periods of ex-

treme cold preceding quite rapid transitions to a new interglacial. The most

recent ice age began about 100,000 years ago, and lasted until about 10,000

years ago. So, for the last 10,000 years, the earth has been in a warm, inter-

glacial phase of these cycles.

The significance of both the long-term cooling of the earth's climates and

of these shorter-term cycles for the study of hominine evolution is that they

created unstable ecological conditions. All land organisms had to adapt to
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As these graphs show, our species evolved in an era of cooling temperatures.

But temperature changes appear to have become more erratic in the past

million years or so, the period known as the ice ages. From A. J. McMichael,
Planetary Overload: Global Environmental Change and the Health of the

Human Species (Cambridge: Cambridge University Press, 1993), p. 27.

Reprinted with the permission of Cambridge University Press.
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periodic changes in climate and vegetation, and that necessity undoubtedly

accelerated the pace of evolutionary change. Modern humans are one prod-

uct of this period of accelerated change.

INDIVIDUAL SPECIES AND THEIR HISTORIES

Today, there may be between 10 and 100 million different species on the

earth. Each consists of many individual organisms that can, in principle, in-

terbreed. Species may be divided into many regional populations, which are

separated geographically. A population consists of those members of a species

who actually encounter each other and may breed, while the species con-

sists of all individuals who are biologically similar enough to interbreed,

even if, in practice, most will never meet.

The rest of this book will focus on the history of just one of these many
species, our own. But first it may be worth describing some of the more gen-

eral features of species histories. Ever since Darwin, it has been clear that

species are not eternal. They evolve from other species; they exist, some-

times for many millions of years; then they either become extinct or evolve

into one or more other species. In this sense, each species has its own his-

tory, even though most of these histories will never be recorded. During its

lifetime, each species may undergo minor changes of many different kinds.

Regional variations may appear, but biologists will continue to classify the

individuals as members of a single species as long as they can continue to

interbreed and produce fertile offspring. For example, all modern breeds of

dogs can interbreed, despite their great variety of shapes, sizes, and tem-

peraments (which is the product of artificial selection). This is why domes-

tic dogs are regarded as members of a single biological species.

We can describe a species' history largely in terms of its population his-

tory. If a new species succeeds in establishing itself, then it has found a niche

within the community of other species, a way of extracting enough resources

from the environment so that individual members of the species can suc-

cessfully survive and reproduce. Migration into new regions, or minor in-

novations in lifeways or genetic endowment, may enable a species to widen

that niche, or even to exploit new niches or new regions. When this hap-

pens, the population of a species may grow. And its growth often follows

a characteristic pattern that we can summarize in a formula: migration,

innovation, growth, overexploitation, decline, and stabilization (MIGODS).
48

The initial innovation leads to rapid population growth. Eventually, too

many individuals are produced, until at least one critical resource (such as

food, water, or space) becomes so scarce that further growth is impossible .

49

This is the stage of overexploitation. It is followed by sometimes catastrophic
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Migration/Innovation

Figure 5.3. Basic rhythm of population growth. A schematic representation

of typical patterns of population growth. Eventually, this pattern ends for most

species in a period of decline leading to extinction.

population decline, though the decline may be less drastic if population

growth slowed as the species reached the maximum sustainable level. Fi-

nally, populations may rise again as the species adapts in subtler ways to

the opportunities and limits of its environment and reaches the stage of sta-

bilization. In its existence, a particular species may pass through this cycle

many times. But eventually there will come a time when a phase of decline

is not followed by a phase of stabilization—perhaps because the environ-

ment changes, or because other species transform the environment in ways

that prove fatal. The species will become extinct, though it may leave de-

scendants that are different enough to be classified as members of a new

species.

This rhythm is described graphically in figure 5.3, which charts the pop-

ulation growth of an imaginary species. It provides a way of describing the

characteristic rhythms of a species' history, and of its relationship with other

species and with the biosphere as a whole. It also provides some ideas that

may help us identify some of the more important similarities and differ-

ences between our own history and the histories of other species.

SUMMARY

During almost 4 billion years, evolutionary processes have generated all the

biological diversity apparent on the modern earth. Indeed, the species alive
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today are only a tiny sample of the total number of species that have evolved

during the earth's history.

For more than 3 billion years, life consisted only of single-celled orga-

nisms. However, even in the world of bacteria there was change. Cells ac-

quired the ability to secure energy from sunlight and eventually from oxy-

gen. Eukaryotic cells acquired internal organelles. And from ca. 600 million

years ago, some cells joined together to form multicellular organisms, the

first nonmicroscopic organisms on earth. Since the Cambrian explosion,

trees, flowers, fish, amphibians, reptiles, and primates have all evolved. Many
other evolutionary experiments may also have flourished and vanished with-

out leaving any traces.

As life evolved so did the earth itself, and the two processes were inter-

related at many points. Living organisms created carboniferous rocks and

an oxygen-rich atmosphere. At the same time, the processes of plate tec-

tonics slowly shaped and reshaped the earth's surface and its climatic pat-

terns in ways that accelerated or slowed the rate of evolutionary change,

while violent events such as meteoritic impacts and volcanic eruptions oc-

casionally diverted the course of evolution in particular regions. The bio-

sphere and the earth have evolved together as part of a complex, interlinked

system.

Within this constantly changing system, the basic ecological units are

particular species. Each has its own history, which is governed by relations

with other species. The history of each species is shaped mainly by that

species' particular niche, the way it extracts resources (including food) from

its surroundings. Over time, the niche of a species may alter in more or less

subtle ways, and these alterations may affect the population of the species.

The history of each species is shaped largely by these fluctuations in num-
bers, which are related in turn to changes in the environment and to the

way each species exploits its environment. The characteristic ways in which

populations change suggest a way of approaching the history of living species

in general and our own species in particular.

FURTHER READING

Despite its title, John Maynard Smith and Eors Szathmary's The Origins of

Life (1999) is a history of life on Earth, constructed around the central idea

of the evolution of complexity. Hubert Reeves et ah, Origins: Cosmos, Earth,

and Mankind (1998), follows similar themes. In Life's Grandeur (1996 [U.S.

title. Full House]), Stephen Jay Gould has criticized the idea that life has, in

any fundamental sense, become more complex over time, while in Wonderful

Life (1989) he stresses the serendipitous nature of evolution. Malcolm Wal-
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ter's The Search for Life on Mars (1999) is extremely helpful on the earli-

est fossil evidence of life on Earth. There are short surveys of the history

of life in Armand Delsemme, Our Cosmic Origins (1998), and longer ac-

counts can be found in Richard Fortey, Life: An Unauthorised Biography

(1998), and Steven Stanley, Earth and Life through Time (1986). Lynn Mar-

gulis and Dorion Sagan powerfully remind us of the importance of bacte-

rial life on earth in Microcosmos (1987) and What Is Life? (1995); and the

writings of James Lovelock argue for the crucial role of bacteria in regulat-

ing the environment for "Gaia." Paul Ehrlich's The Machinery of Nature

(1986) is a good introduction to ecological issues. Tim Flannery's The Fu-

ture Eaters (1995) and The Eternal Frontier (2001) offer superb ecological

histories of the lands in and around Australia and of North America, re-

spectively, on geological timescales.
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THE EVOLUTION OF HUMANS

The rest of this book will be concerned mainly with the history of just one

species, Homo sapiens. There are two justifications for narrowing the focus

in this way. The first is that we—the author and readers of this book—belong

to this species. To know ourselves, we must know the history of Homo sapi-

ens. The second reason, less obvious and less parochial, is that the history

of our species is significant at some surprisingly large scales.

When we try to explain the appearance of human beings, we face once

again the paradox of beginnings. How can something utterly new appear?

We are animals, we evolved according to Darwinian rules as did any other

living organism, and we are remarkably similar to closely related species,

such as the other hominoids (the great apes). Yet we are also radically dif-

ferent from even our closest relatives. Somehow or other, our species has

moved beyond the Darwinian rules. And this is why our impact on the earth

has been far greater than that of any other large organism.

How can we explain both what unites us to other animals and what di-

vides us from them?

HUMAN HISTORY: A NEW LEVEL OF COMPLEXITY

We have seen similar transitions before. Human history marks the sudden

and unexpected emergence of a new level of complexity, as did the first ap-

pearance of stars, of life on Earth, or of multicelled organisms.We have seen

that complex entities are rarer than less complex entities, they are more frag-

ile, and, because they have to climb faster up entropy's down escalator (see

appendix 2), they have to manage denser energy flows. We have also seen

that transitions to greater complexity come about through the creation of

new forms of interdependence, as entities that once existed more or less in-

139
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dependently are incorporated within new and larger structures. Finally, we
have seen that as new levels of complexity have appeared, they seem to op-

erate according to new rules ("emergent properties," in the jargon of com-

plexity theory).

Human history also marks the emergence of a new level of complexity

on Earth. 1 As with earlier transitions, human history links once-indepen-

dent entities into larger patterns of interdependence; and this process is as-

sociated with greater energy flows that have a profound transformative ef-

fect. From the perspective of the twenty-first century, we can measure some

of these changes. Humans, acting together, have learned how to manage in-

creasingly large energy flows. Though the spectacular implications of these

changes have become apparent only in the past two centuries, their roots

lie deep in the Paleolithic era, or "Old Stone Age."2

Table 6.1 shows how humans have learned to extract from their envi-

ronment more than just the energy needed to survive and reproduce. They

have shown an entirely new capacity for "ecological innovation." From early

in human history, skills such as the management of fire increased the amount

of energy available per capita. In the past 10,000 years, agriculture has in-

creased the food energy humans can extract from a given area, while the

domestication of large herbivores in the past 6,000 years increased the

amount of energy available for traction power as well. In the past two cen-

turies, the use of fossil fuels has multiplied per capita energy use many times

over. As the total number of humans has also increased from perhaps a few

hundred thousand in the Paleolithic to a few million 10,000 years ago and

more than 6 billion today (see figure 6.1), the total amount of energy con-

trolled by our species has multiplied by at least 50,000 times. This is a stag-

gering amount of energy to be under the command of a single species, and

it helps explain why our species has had such an impact on the entire bio-

sphere. A powerful way of measuring this impact is to estimate how much
of the energy supplied to the biosphere from sunlight is co-opted for use by

humans. Net primary productivity (NPP) is that portion of energy from sun-

light that enters the food chain through photosynthesis and is turned into

plant material. This, in turn, feeds most other organisms. NPP can thus be

used as a rough measure of the biosphere's energy "income." Modern cal-

culations suggest that our species is currently co-opting for its own use at

least 25 percent, and by some measures 40 percent, of all the NPP available

to land-based species. Paul Ehrlich sums up the story told by these remark-

able figures: "One ofmany millions of species, Homo sapiens is now co-opting

about a quarter of all the products of photosynthesis for its own use." 3

Increasing human control of energy has shaped human history and the
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TABLE 6.1. HUMAN PER CAPITA ENERGY CONSUMPTION

IN HISTORICAL PERSPECTIVE (UNITS OF ENERGY = 1,000 CALORIES PER DAY)
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Food

(inch

animal

feed

1

Home Industry

and and

Commerce Agriculture Transport

Total

per

Capita

World

Population

(mill.) Total

Techno.

Soc. (now)

10 66 91 63 230 6,000 1,380,000

Indust. Soc.

(1850 ce)

7 32 24 14 77 1,600 123,200

Adv. Agric.

(1000 bp)

6 12 7 1 26 250 6,500

Early Agric.

(5000 bp)

4 4 4 12 50 600

Hunters

(10,000 bp)

3 2 5 6 30

Proto-humans 2 2 n.a. n.a.

source: I. G. Simmons, Changing the Face of the Earth: Culture, Environment, History, 2nd ed.

(Oxford: Blackwell, 1996), p. 27.

histories of many other species as well. It has also enabled humans to mul-

tiply at an accelerating rate. Tables 6.2 and 6.3 and figure 6.1 summarize hu-

man population growth over the past 100,000 years. As human numbers

have grown, so has the ecological range of our species; by 10,000 years ago,

and perhaps as early as 30,000 years ago, humans could be found living in

all continents apart from Antarctica. In the Paleolithic era, human history

was characterized mainly by the increasing range of human settlement. In

the past 10,000 years, the increasing density of human settlement has been

the main shaper of human social evolution, as humans learned how to live

in larger and larger communities, from villages to towns, cities, and states.

Resources used by humans are, by definition, unavailable to other species.

So, as human numbers have risen, other species have felt the pinch. Do-

mesticates such as sheep and cattle, and unintentional domesticates from

cockroaches to rats, have flourished. But many more species have fared less

well, and an alarming number have died out. That process also began in the

Paleolithic, when human activity helped drive to extinction close relatives

such as Neanderthals, as well as many other large species, including mam-
moths in Siberia, horses and giant sloths in the Americas, and giant worn-
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bats and kangaroos in Australia. Today, rates of extinction caused by hu-

man activity have accelerated. Currently, 1,096 of 4,629 mammal species

(24 percent) are thought to be "threatened," as are 1,107 of 9,627 bird

species (11 percent), 253 of 6,900 reptile species (4 percent), 124 of 4,522

amphibian species (3 percent), 734 of 25,000 fish species (3 percent), and

25/97I °f 270,000 higher plant species (10 percent). 4 And because the pace

of extinctions is accelerating, we can expect many more species to vanish

in the near future. These figures provide a powerful measure of the plan-

etary impact of human history, for paleontologists have surveyed rates of

extinction over much of the past 600 million years, and the current rates

appear similar to those of the five or six most drastic extinction eras dur-

ing that time span. 5 This means that the impact of human history will be

visible on scales of at least a billion years. In other words, if interstellar pa-

leontologists visit this planet in one billion years' time and try to decipher

the history of the planet using the tools of contemporary human paleon-

tologists, they will identify a major extinction event that coincides with

the presence of our species.

These figures also help us gauge the uniqueness of human history. No
other large animal species has multiplied like humans, or occupied such a

wide range, or controlled such vast ecological resources. (Once again, the

possible exceptions are species such as cattle or rabbits that have multiplied

as part of the human ecological team.) Our history is utterly different even

from that of our closest relatives, the chimps. Though they are extremely
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TABLE 6.2. WORLD POPULATIONS AND GROWTH RATES,

100,000 BP TO NOW

Date bp

(years)

Estimated

World Population

Rate of

Growth Each

Century since

Previous Date (%)

Implied

Doubling

Time (years)

Source of

Figure

100,000 10,000 — — Stringer, 150

30,000 500,000 0.56 12,403 Livi-Bacci, 31

10,000 6,000,000 1.25 5,580 Livi-Bacci, 31

5000 50,000,000 4.33 1,635 Biraben

3000 120,000,000 4.47 1,583 Biraben

2000 250,000,000 7.62 944 Livi-Bacci, 31

1000 250,000,000 0.00 OO Livi-Bacci, 31

800 400,000,000 26.49 295 Livi-Bacci, 31

600 375,000,000 -3.18 n.a. Livi-Bacci, 31

400 578,000,000 24.15 320 Livi-Bacci, 31

300 680,000,000 17.65 427 Livi-Bacci, 31

200 954,000,000 40.29 205 Livi-Bacci, 31

100 1,634,000,000 71.28 129 Livi-Bacci, 31

50 2,530,000,000 139.74 79 Livi-Bacci, 31

0 6,000,000,000 462.42 40 Livi-Bacci, 31

sources: J. R. Biraben, "Essai sur devolution du nombre des hommes," Population 34 (1979):

13-25; Massimo Livi-Bacci, A Concise History of World Population, trans. Carl Ipsen (Oxford:

Blackwell, 1992); and Chris Stringer and Robin McKie, African Exodus (London: Cape, 1996).

close to us genetically, physically, socially, and intellectually, we have no ev-

idence that their numbers, the range they occupy, or their technologies have

changed greatly during the past 100,000 years. Indeed, that is precisely why
humans can be said to have had a "history," while the very idea of chimps

having one seems slightly bizarre. Most animal species don't have histories

as we usually use the word; once they have evolved, they tend to remain

within their original niche until they vanish from the fossil record. Whole

families or orders of species, such as the dinosaurs or mammals, can be said

to have histories, because different species within these groups can evolve

in many different ways and thus the numbers, the ranges, and the ecolog-

ical "technologies" of whole families of animals do change. But the same is
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TABLE 6.3. GROWTH RATES IN DIFFERENT HISTORICAL ERAS

Era

Start

(years

bp)

End

(years

bp)

Population

at Start

(millions)

Population

at End

(millions)

Rate of

Growth

Each Century

(%)

Implied

Doubling

Time

(years)

Late Pal. Era 100,000 10,000 0.01 6 0.71 9,752

Mid. Pal. 100,000 30,000 0.01 0.5 0.56 12,403

Upper Pal. 30,000 10,000 0.5 6 1.25 5,579

Agrarian Era 10,000 1000 6 250 4.23 1,673

Early Ag. 10,000 5000 6 50 4.33 1,635

Era of Ag. Civs. 5000 1000 50 250 4.11 1,723

Exc. 1 st mill, ce 5000 2000 50 250 5.51 1,292

Modern Era 1000 0 250 6000 37.41 218

Early Mod. Era 1,000 200 250 950 18.16 415

Indust. Era 200 0 950 6000 151.31 75

source: Table 6 . 2 .

not normally true of single species. Humans have multiplied and diversified

their behaviors in ways that are characteristic not of single species but of

entire families or orders of animals—and they have done so in an aston-

ishingly short period.

Clearly, a fundamental threshold of some kind was crossed with the ap-

pearance of our species. Human history marks the appearance of new rules

of historical change. So, to focus on human history is not just a matter of

genealogical vanity. The appearance of our species marks a significant turn-

ing point in the history of our planet. As A. J. McMichael writes: "Each

species is an experiment of Nature. Only one such experiment, Homo sapi-

ens, has evolved in a way that has enabled its biological adaptation to be

complemented by a capacity for cumulative cultural adaptation. This un-

precedented combination of the usual biologically-based drive for short-term

gain (food, territory and sexual consummation) with an intellectual capac-

ity to satisfy that drive via increasingly complex cultural practices is what
distinguishes the human 'experiment.'"6

EXPLAINING THE APPEARANCE OF HUMANS

Over the years, many "prime movers" have been proposed to explain the

transition to humanity. These range from bipedalism, which freed our dex-
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terous hands for toolmaking (Darwin's preferred answer), to hunting and

meat eating, to large brains, to human languages. The explanation that fol-

lows focuses on the importance of human language, but allocates support-

ing roles to some of these other factors.

A somewhat abstract explanation is implicit in the preceding paragraphs.

All species adapt to their environments, but most have only one or two adap-

tive tricks in their repertoire. In contrast, humans seem to constantly de-

velop new ecological tricks, new ways of extracting resources from their en-

vironments. In the jargon of economists, humans seem to have a highly

developed capacity for "innovation." And they innovated not on the Dar-

winian scale of hundreds of thousands or millions of years, but on a scale

ranging from thousands of years to decades and even less time. Our chal-

lenge is to explain how, when, and why human beings acquired their new

level of ecological creativity. If we can explain this vastly enhanced capac-

ity, we will have gone a long way toward explaining what is distinctive about

human history.

We have seen that the emergence of new forms of complexity always in-

volves the creation of large structures within which previously independent

entities are locked into new forms of interdependence and new rules of co-

operation .

7 Following this hint, we should expect to find that the transition

to human history is primarily marked not by a change in the nature of hu-

mans as individuals but rather by a change in the way individuals relate to

each other. This suggests that we should focus not just on changes in the

genes, the physiology, or the brains of earlier forms of humans but also on

changes in the ways our ancestors interacted.

Like many other transitions of this kind, the emergence of our species

was quite sudden. On the paleontological scale, it was an almost instanta-

neous event. This means that we should expect to find a single trigger. In

star formation, temperatures rise over long periods until suddenly a trigger

is released when hydrogen starts to fuse. So with human evolution: adap-

tive skills that may have evolved over many millions of years were suddenly

transformed when a threshold of some kind was crossed. How can we de-

scribe this threshold? It clearly has something to do with an enhanced ca-

pacity to learn. Many animals learn, from flatworms to toads. But most of

what most animals learn is lost when they die. Of course, some teaching goes

on. Chimp mothers teach their children to crack nuts or fish for termites by

demonstrating how to do it. And the infants, in time, may teach their chil-

dren. But we know of no animal that can describe what to do in the abstract

—

no animal that could explain how to fish for termites without giving a demon-

stration, or give an account of a pathway without walking along it; and we
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certainly know of no animal that could describe abstract entities such as gods

or quarks or pink elephants. The past and future, too, are abstractions, for

only the present can be experienced directly; thus animals without symbolic

language may lack the ability humans have to deliberately think about the

past and imagine the future. These are severe limitations. For many years,

the primatologist Shirley Strum observed a troop of baboons in Kenya that

she named the "Pumphouse Gang." Compared to other troops, they were

virtuoso hunters; they often ate meat as frequently as once a day. But they

hunted most successfully when led by one particular male. And they had no

way of storing his skills or knowledge once he was gone .

8

Human language, however, allows more precise and efficient transmis-

sion of knowledge from brain to brain. That means that humans can share

information with great precision, creating a common pool of ecological and

technical knowledge, which in turn means that for humans, the benefits of

cooperation increasingly tend to outweigh the benefits of competition. (John

Mears has referred to humans as "highly networked creatures.") 9 Further-

more, the ecological knowledge contributed to that pool by each individual

can survive long after his or her death. So knowledge and skills can accu-

mulate nongenetically from generation to generation, and each individual

has access to the stored knowledge of many previous generations. Thus what

is distinctive about humans is that they can learn collectively. Cellular think-

ing (thinking that focuses on the individual) makes it hard to see this; but

in explaining the distinctiveness of humans, we must learn to compare in-

dividual chimps not with individual humans (where the differences are sig-

nificant but not transformative) but with entire groups of humans.We won't

understand the difference if we compare individual human brains with in-

dividual chimp brains; we will begin to comprehend it only if we compare

individual chimp brains with the huge, collective brains created by millions

of humans over many generations.

The possibility of learning collectively changes everything. McMichael

writes:

The advent of cumulative culture is an unprecedented occurrence in

nature. It acts like compound interest, allowing successive generations

to start progressively further along the road of cultural and technolog-

ical development. By traveling that road, the human species has, in

general, become increasingly distanced from its ecological roots. The
transmission of knowledge, ideas and technique between generations

has given humans an extra, and completely unprecedented, capacity

for surviving in unfamiliar environments and for creating new envi-

ronments that meet immediate needs and wants .

10
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Collective learning is what gives humans a history, because it means that

the ecological skills available to humans have changed over time. And there

is a clear directionality to this process. Over time, processes of collective

learning ensure that humans as a species will get better at extracting re-

sources from the environment, and their increasing ecological skills ensure

that, over time, human populations will increase. Generalizations about col-

lective learning cannot predict the exact timing or geography of such

processes, of course, nor how far they are likely to proceed, nor their de-

tailed consequences; but such generalizations can tell us something about

the long-term shape of human history on large timescales.

To get a feeling for the power of collective learning, it is enough to imag-

ine life as it might be if we had to learn everything from scratch, receiving

little more from family or community than hints about appropriate social

behavior and eating habits, which is more or less the intellectual heritage

of young chimps. How many of the artifacts around us (each of which em-

bodies stored knowledge) could we invent or construct in a lifetime? Ask-

ing such questions is a powerful reminder of the extraordinary extent to

which our lives as individuals depend on the accumulated knowledge of mil-

lions of other humans over many generations. Humans as individuals are

not that much cleverer than chimps or Neanderthals; but as a species we are

vastly more creative because our knowledge is shared within and between

generations. All in all, collective learning is so powerful an adaptive mech-

anism that one might argue it plays a role in human history analogous to

that of natural selection in the histories of other organisms.

Why can humans learn collectively? Because of the distinctive nature of

human language. Human language is more "open" than nonhuman forms

of communication. It is open grammatically because its strict rules of gram-

mar allow us to generate a nearly infinite number of meanings from a small

number of linguistic elements, such as words. It is also open semantically

—

that is, it can convey a wider range of meanings—because it can refer not

just to what is in front of us but also to entities that are not present, and

even to entities that could never be present. By using symbols, we can gather

large amounts of information stored in our memories into single blocks;

then we can construct even larger conceptual structures with these sym-

bolic building blocks. Symbols enable us to abstract from the concreteness

of things—to refer, as it were, to the distilled "essence" of what is around

us. But they can also refer to other symbols. So they can condense and store

huge amounts of information, just as the symbolic tokens we call money

offer a compact and efficient way of storing and exchanging abstract val-

ues .

11 Symbolic languages let us store and share information that may have
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been accumulated during thousands or millions of lifetimes. All in all, sym-
bolic language is a vastly more powerful data mover than are any pre-

symbolic forms of communication. As Terrence Deacon has argued, presym-

bolic forms of communication "can only refer to something else by virtue

of a concrete part-whole link with it, even if this has no more basis than just

habitual coincidence. Although there is a vast universe of objects and

relationships susceptible to nonsymbolic representation, indeed, anything

that can be present to the senses, this does not include abstract or otherwise

intangible objects of reference." 12

If this argument is on the right track, it suggests that to understand the

evolution of modern humans, we need to explain the emergence of symbolic

language. But it is important to note straightaway that there was nothing

inevitable about this process. Unlike star formation, which was statistically

predictable, given what we know of the workings of gravity and the strong

and weak nuclear forces, biological change is more random and open-ended,

which is why living organisms are much more varied than stars. The ele-

ments that eventually combined into our species came together erratically

and haphazardly, and there was never any certainty that they would as-

semble themselves in this particular way. As late as 100,000 years ago, well

after our species had appeared, human populations may have fallen to as

few as 10,000 adults, which means that our species was as close to extinc-

tion as mountain gorillas are today.

13 This statistic is a powerful reminder

not merely of the haphazardness of evolutionary processes but also of the

fragility of complex entities. The appearance of human beings on Earth was
an extremely chancy business.

EVIDENCE AND ARGUMENTS: CONSTRUCTING THE STORY OF HUMAN EVOLUTION

Creating a coherent and plausible account of human evolution has been one

of the great achievements of twentieth-century science. But how has this

story been constructed? Before we look more closely at the story of human
evolution, we must examine the types of evidence and the sorts of argu-

ments that have been used to assemble it.

The fossil evidence includes the bones of ancestral species as well as the

remains they left behind: their tools, scraps of food, and the marks they made
on bones or rocks. Modern paleontologists can glean a remarkable amount
of information from a bone. A jawbone can do more than identify a species;

the patterns of toothwear can tell us about an animal's normal diet, and that

can tell us about the environments it lived in and the way it exploited them.

A skull can tell us about the intellectual capacities of a species. And the lower

part of a skull can often tell us whether a species walked on two legs or four;
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with bipedal animals, the spine enters the skull from below, whereas in

quadrupeds it enters from behind. A toe bone on its own indicates how an

animal walked: if the big toe is separated from the other toes (as it is in most

primates), we can be sure the foot was still used for grasping and not yet

specialized for walking. Often, a few bones are all we find. But the bonanza

of a more complete skeleton, such as Lucy (40 percent of whose skeleton

was found by Don Johanson in Ethiopia in the early 1970s), tells us much

more. Lucy and the remains found near her were about 3 to 3.5 million years

old, and they offer detailed evidence of the physiology of at least one species

of early humans from that era.

The remains of human activity are equally important. Most important

of all have been discoveries of stone tools, partly because tools made of less

durable materials—bark, bamboo, and so on—rarely survive. Microscopic

analysis of the cutting edges of stone tools can tell us what they cut; analy-

sis of where the stone came from can tell us whether their makers actively

sought out particular raw materials from other areas; reconstruction of flakes

from the sites where stone tools were made can tell us much about how they

were made; and techniques of toolmaking can give us valuable hints about

how our ancestors thought. Analysis of the bones of other animals from

early human sites can tell us much about whether or not our ancestors ate

meat, as well as how they hunted. For example, careful analysis of cut marks

on bones has sometimes found signs of human butchering overlaid on the

tooth marks of carnivorous animals. Presumably this means that early hu-

mans scavenged animals first killed by other predators. All these types of

material evidence can also be dated, more or less accurately, using the in-

creasing number of modern dating techniques. (On radiometric dating tech-

niques, see appendix a.)

But the fossil record is spotty; and until very recently, we had no fossils

at all for the crucial period, from about 4 to 7 million years ago, when the

hominines (the lineage leading to our own species) diverged from the lin-

eage that leads to modern chimps. So other forms of evidence have to fill in

the gaps. One of the most important in recent decades has been provided by

molecular dating. As we saw in chapter 4, much evolutionary change is ran-

dom. This is particularly true of those parts of a species' genome that do not

directly affect its survival chances, including the large amounts of "junk

DNA" and the DNA contained in the mitochondria of all human cells. Ge-

netic change in these parts of the genome is "neutral"—it doesn't affect the

developed organism. Change in junk DNA is thus like the shuffling of a vast

deck of cards. Fortunately, random processes of this kind are subject to gen-

eral statistical laws. If you take a new deck of cards arranged by suit and
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number and shuffle it a few times, a statistician can estimate roughly how
often it has been shuffled by determining how much the pack differs from
its original condition. The larger the number of cards and shuffles, the more
precise and reliable such estimates can be.

In an article first published in 1967, two biochemists working in the

United States, Vincent Sarich and Alan Wilson, argued that much genetic

change is subject to similar rules. 14 Thus, if we take two modern species and

calculate the differences between their DNA sequences, we can estimate

pretty well when their two lines diverged from a common ancestor. In this

way, the evolution of DNA can provide a sort of genetic clock. The idea was
ridiculed at first, partly because many took it as a fundamental tenet of nat-

ural selection that all evolutionary change was adaptive, which should have

implied that changes did not occur in statistically predictable ways. How-
ever, it is now agreed that much change is indeed random—and in any case,

the results of such dating methods have turned out to fit remarkably well

with many other types of evidence. Genetic comparisons of this kind are

now made and used routinely to understand the relationship between dif-

ferent species, though some problems remain. For example, it is clear that

not all genetic change occurs with the regularity necessary if it is to be used

as a clock. But these methods can be extremely valuable for many purposes,

particularly in the study of human evolution. 15

The first thing Sarich and Wilson showed was that, genetically speaking,

we are closer to chimpanzees than was once thought. In the 1970s, it was
widely believed that the two lines leading to humans and apes had diverged

at least 15 million, and perhaps as much as 30 million years ago—a com-
fortable distance for those unhappy at the thought of close kinship with

chimps. Yet the DNA of modern humans differs from that of our nearest

living relatives by only about 1.6 percent. That is to say, 98.4 percent of our
DNA is identical to that of modern chimpanzees. This means that all the

variation between our history and that of chimps must be explained with

reference to the 1.6 percent of our genetic material that is different from
that of chimps. Comparisons of the rate of genetic change of mammals were
possible because it was known that mammal species had diverged rapidly

from each other about 65 million years ago, when the dinosaurs were driven

to extinction. But it turned out that humans and chimps differed from each

other only by about 10 percent as much as the differences between major
groups of mammals, which suggested that they had diverged from each other

approximately 5 to 7 million years ago. This implies that at the time of that

divergence, there lived an animal that was the ancestor of both modern hu-

mans and modern chimps, though it would have looked different from ei-



EVOLUTION OF HUMANS 151

ther of these living species. The thinness of the fossil record in this period

means that we can say little about this ancestral being. 16 But we can be sure

that such an animal existed—otherwise we would not exist! Similar argu-

ments suggest that humans and gorillas had a common ancestor 8 to 10 mil-

lion years ago, and humans and orangutans about 13 to 1 6 million years

ago.

We also know a lot about the environments in which our hominine ances-

tors evolved, based on analyses of changing climates and plant and animal

remains. In the past few million years, global climates were dominated by

the erratic and unpredictable climatic changes of the ice ages (see chapter 5).

These changes altered habitats and environments, which favored species that

were highly adaptable and able to use a wider variety of ecological niches.

Generalist or "weedy" species that can adapt well to ecological disruption,

such as modern humans, may have been typical products of the ice ages.
1 '

In combination, these various techniques enable us to describe the phys-

ical evolution of hominines and the environments they lived in, but de-

scribing behavior is much trickier. Fossils can tell us something about life-

ways; but to go further, we have to rely on modern analogies with other

species that may have lived similarly. Researchers in recent decades, begin-

ning with Jane Goodall and Dian Fossey, have studied the lives of great apes

in the wild, and we now know a lot about how they live and about their so-

cial, sexual, and political relations. 18 Such studies can suggest how early hom-

inines may have lived; but they can also mislead us, for different types of

ape, and even different communities of a given type of ape, can live in dif-

ferent ways. For example, Pan troglodytes, the most familiar species of

chimp, lives in communities dominated by closely related males, which are

joined by females from other communities. Males form hierarchies, but these

are changeable, and females may mate with several males, circumstances that

make the sexual and political life of such communities extremely complex.

Gorillas, in contrast, usually live in smaller groups of several females, with

one or perhaps two males. Orangutans are for the most part solitary, com-

ing together only to mate. So deciding exactly what analogies with primate

societies can tell us about the societies of early hominines is not easy.

The same is true of the other analogy that has been extremely influen-

tial in studies of hominine evolution: the analogy with modern "foraging"

societies.
19 Anthropologists constantly remind paleontologists that modern

foraging societies are very modern— all have been influenced in some way

by modern society. So building theories about hominine or early human so-

cial structure on these analogies may be risky. Nevertheless, because the

technologies and the social structures of modern foraging societies are cer-
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tainly closer to those of early humans than are those of a modern urban
community, the anthropologists' warnings are routinely ignored. Modern
studies, such as those of the San peoples of southern Africa, have helped us

construct plausible models of how early hominines and humans hunted, how
males and females related to each other, and what sort of power games may
have been played. Perhaps most important, they have reminded us that so-

cieties that seem simple to modern city dwellers were, in their own ways,

both complex and sophisticated. After all, it was no mean task to live suc-

cessfully for thousands of years, in the deserts of southern Africa or Aus-
tralia, or in the Siberian tundra, using Stone Age technologies.

Finally, modern understanding of how other species have evolved has

been used to construct models of how humans may have evolved. For ex-

ample, it is quite common to find that a new species evolves that is re-

markably like the immature individuals in the species from which it has

evolved. This process is called neoteny, and it occurs through minor alter-

ations in the genetic switches that control the life cycle of a species. Such
changes can launch a cascade of secondary and tertiary effects that cause

significant evolutionary change. It has been argued that in many respects,

humans are more like young chimps than like adult chimps; this similarity

implies that we may have evolved, in part, through some form of neoteny,

while modern chimps may have remained more like the adults of our com-
mon ancestor. Equally, modern evolutionary research has shown that evo-
lution often occurs in fits and starts. If a new niche appears, perhaps as a

result of climatic change, it is often filled quite rapidly ("rapidly" in evolu-

tionary terms, which means in a few hundred thousand or even a few mil-

lion years) with a large number of quite similar species, most of which may
then get weeded out, leaving only one or two surviving lines. This process is

known as an adaptive radiation, and each radiation seems to be associated,

roughly speaking, with a particular ecological trick. Among our ancestral

species, as we will see, there seems to have been several adaptive radiations,

each of which, we can now recognize, added something new to the package
that became us .

20

All these types of evidence have been used to construct the modern ac-

count of how humans evolved. That account is far from perfect, but it is

far richer and is based on far more evidence than the accounts of even ten

years ago.

PRIMATE AND HOMININE RADIATIONS

I have argued that the evolution of symbolic language may mark the criti-

cal threshold that leads to human history. But symbolic language could not
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have made such a difference if our ancestors had not had other qualities that

enabled them to exploit the advantages that it bestowed. Among the most

important of these preadaptations are sociability, preexisting linguistic

skills, bipedalism and dexterous hands, meat eating and hunting, a long

period of childhood learning, and large forebrains. Here, we will try to trace

the haphazard processes by which these various elements evolved and com-

bined in the package of features that makes up our species.

Primate Heritage

We share many of the features named above with other primates. 21 Most
primates have been tree dwellers. Animals that live in trees have to be able

to see well, or they fall out. So all primates have good, stereoscopic vision.

Smell is less important, much less important than it is for dogs, which is why
most primates have smallish snouts and flatfish faces. Visual information,

in a complex, three-dimensional environment, requires considerable pro-

cessing, so most primates have largish brains, in comparison to their body

size, and the primate line as a whole has been characterized by increasing

relative brain size. Larger brains usually imply longer lives—-perhaps be-

cause they imply greater dependence on learning, and learning improves with

age (in principle). Tree dwelling also requires dexterity, so most primates have

hands and feet that can grip and manipulate objects well. In practice, this

means that their thumbs and big toes can be opposed to their other fingers

and toes. Tree dwelling also encourages a greater specialization of labor be-

tween front and back limbs than is normal for ground-dwelling species.

Though most primates can grip with both their feet and hands, the hindlimbs

tend to specialize in locomotion while the forelimbs specialize in gripping.

Humans belong to a particular group of Old World primates known as

the Hominoidea. This includes humans and the apes—chimpanzees, goril-

las, orangutans, and gibbons—as well as all their now-extinct ancestors. The

oldest fossils classified within this superfamily of organisms are just over

20 million years old, which means they appear early in what geologists call

the Miocene era (ca. 23-5.2 million years ago). These remains belong to a

species known as Proconsul .

22 Though the hominoids probably evolved in

Africa, from as early as 18 million years ago hominoid remains also turn

up in the southern parts of the Eurasian landmass, from France to Indone-

sia. The hominoids were a diverse group, and for a time they may have been

more numerous than other species of Old World monkeys. Their migrations

provide a typical example of an adaptive radiation.

The fossil record is not well-enough defined for us to be sure which were

the evolutionary tricks that best define the hominoids, though increasing
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size, greater manual dexterity, larger brains, and a willingness to move away

from tree cover may be among them. These are all features that we share

with the remaining members of this superfamily of primates.

Bipedalism and the First Hominines

The Homininae are a subfamily of the family of Hominidae, the great apes.

The hominines include only our own immediate ancestors. Their story be-

gins at the transition from the Miocene to the Pliocene eras, between 5 and

6 million years ago. The construction of that story begins with the realiza-

tion, based on molecular dating techniques, that about 6 million years ago,

there existed somewhere in Africa an animal that was the ancestor of both

modern chimps and modern humans. Since then, in a series of adaptive ra-

diations, a large number of different species of hominines has appeared

—

perhaps as many as twenty or thirty. Whereas thirty years ago the difficulty

was to find any hominine remains, today the difficulty is to decide which

of the many species we now know of lies on the line that evolved into mod-
ern humans.

For a modern paleontologist, the holy grail is to find the remains of the

species from which both chimps and humans are descended. And it is pos-

sible that this species, or something close to it, has already turned up. In

2000, a team of French and Kenyan archaeologists, working north of Nairobi,

found the remains of a creature about 6 million years old, which was

promptly dubbed "Millennium Man" in the press. 23 But its true status re-

mains uncertain. Its appearance is sufficiently apelike that many paleon-

tologists have placed it on the chimp rather than the hominine side of the

great divide between our two species. Similar criticisms have been leveled

at another possible candidate for the oldest hominine, Ardipithecus ramidus

kadabba, some remains of which were found by an American team of ar-

chaeologists in the Great Rift Valley of Ethiopia, as reported in the journal

Nature in July 2001. 24 These remains have been dated to between 5.2 and

5.8 million years ago. They include a toe bone, whose shape suggests that

this creature walked on two legs. At present, most paleontologists are agreed

that the decisive feature distinguishing hominines from apes is bipedalism:

all known species of hominines are bipedal, while no known species of apes

are (though chimps can stand for short periods). 25 So the determination of

whether these early specimens were really bipedal or not will be crucial; for

now, the evidence is equivocal.

Debate over the significance of these finds is complicated by the fact that

no one is quite sure why bipedalism evolved, though there have been many



EVOLUTION OF HUMANS 155

theories. 26 Some focus on the role of climatic change. Twenty million years

ago, the African continent was relatively flat, and its equatorial regions were

covered fairly evenly with tropical forest. But beginning about 15 million

years ago, the African tectonic plate began to tear in half. Tectonic activity

along the Great Rift Valley has created a chain of highlands and rift valleys

running north and south along the eastern part of the continent. By split-

ting open the earth's crust, the rift valleys have provided a happy hunting

ground for fossil hunters. But it was the mountains that may explain the

presence of hominine fossils here, for they cast a huge rain shadow over the

eastern parts of the continent, making it drier than the lands to the west.

Yves Coppens has argued that this aridity drove some species into less-

forested landscapes, where they had to move greater distances between

stands of trees in order to find the types of foods to which they were ac-

customed. This might have encouraged the evolution of a more upright

stance, for the knuckle-walking characteristic of chimps is not a good way
of traveling over long distances. Unfortunately for this promising theory,

some of the most recent early hominine fossils, including those of Ardi-

pithecus ramidus kadabba, have turned up in environments that were prob-

ably forested. 27

Perhaps bipedalism enabled hominines to see potential predators from a

greater distance in open country. Or perhaps it was more energy-efficient

than the knuckle-walking typical of chimps, and enabled early hominines

to search for food over larger areas. Or perhaps walking upright in unshaded

environments provided some protection from the midday sun by limiting

the area of skin exposed to direct sunlight. These and other pressures would

have favored those individuals that found it easiest to walk upright. (The

last argument may also explain why hominines, at some point in their evo-

lution, became less hairy than the other great apes.) Comparisons with

chimps are suggestive, for as Coppens points out, chimps try to stand in three

situations: "to see farther, to defend themselves or to launch an attack

—

since standing up frees their hands and allows them to throw stones—and

to carry food to their offspring." 28

Whatever the causes of bipedalism, the fossil evidence, thin as it is, shows

that within 2 million years, a number of bipedal species had appeared. These

include the species known as Ardipithecus ramidus ramidus, whose remains

were found in Ethiopia in 1994 and dated to ca. 4.4 million years ago. These

early hominine species constitute the first major adaptive radiation in the

history of hominines, and their success is probably associated with the ad-

vantages of bipedalism, whatever they were.
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Australopithecines

The next two hominine radiations are associated with a group of species that

paleontologists refer to as australopithecines.

All australopithecines were bipedal. We know this from the structure of

the pelvis, the relative length of arms and legs, and the entry point of the

spine into the skull (from below rather than from behind). The oldest of

several species of australopithecines known at present is Australopithecus

anamensis, a species whose remains were found in the Lake Turkana re-

gion in northern Kenya in 1995. These have been dated to ca. 4.2 million

years bp .

29 The best-known australopithecine fragments were found in

Ethiopia in the 1970s by the American paleontologist Don Johanson. He
found 40 percent of the skeleton of a bipedal female that he christened Lucy

(reportedly after the song "Lucy in the Sky with Diamonds"). Lucy was

about 1.1 meters tall, though other remains found nearby were up to 1.5

meters tall. All these remains were between 3 and 3.7 million years old;

they are normally classified as members of the species Australopithecus

afarensis, so named after the Afar valley in Ethiopia, where they were

found. 30 In 1998, in South Africa, an even more complete australopithecine

skeleton was found along with its skull. This has been dated to between 2.5

and 3.5 million bp. The famous Laetoli footprints found by Mary Leakey

may have been even older, for they date from at least 3.5 to 3.7 million

years bp. These were made by three australopithecines, two ofwhom walked

side by side, while a third walked in the steps of the leader. They appar-

ently held hands as they walked through what may still have been hot vol-

canic ash. These astonishing footprints confirm directly what other fossil

remains suggest indirectly: the oldest-known hominines were bipedal. In

1995, archaeologists working in Chad, well to the west of the Great Rift

Valley, discovered the remains of a new species, Australopithecus bahrel-

ghazali, which seems to have lived between 3 and 3.5 million years ago.

Clearly, australopithecines lived on both sides of the Great Rift Valley. The

several hundred individual australopithecines whose remains have been

found in this century thus occupied a large area, reaching from Ethiopia to

Chad to South Africa.

Though australopithecines walked on two legs, close study of their

anatomy and particularly their hands has shown that they remained well

adapted to life in the trees, and their walking was not yet as efficient as that

of modern humans. Even more important, they had small brains, ranging

in size from ca. 380 to 450 cubic centimeters. This contrasts with the 300 to

400 cubic centimeters of modern chimps, and an average brain size of 1,350
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Figure 6.2. A reconstruction of Lucy, an australopithecine who lived in the

Hadar valley in what is today Ethiopia about 3.2 million years ago. Lucy was

about 1.1 meters tall and had a brain about the size of that of a modern chim-

panzee. From G. Burenhult, general ed., The First Humans, vol. 1 of The Illus-

trated History of Humankind, 5 vols. (San Francisco: HarperSanFrancisco, 1993).

Copyright © 1993 by Weldon Owen Pty., Ltd./Bra Bocker AB. Reprinted by

permission of HarperCollins Publishers, Inc.

cubic centimeters for modern humans. The first distinguishing feature of

the hominine line was not braininess but bipedalism (see figure 6.2).

There is strong reason to think that our own lineage can be traced back

to early forms of australopithecines. But there also appeared, in a quite dis-

tinct radiation, a second group of australopithecines that, in the language
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of paleontology, were more "robust"-looking than afarensis. These existed

between 3 and perhaps as late as 1 million years ago and are sometimes as-

signed to a separate genus, Paranthropus. What was distinctive about them,

and marks them out as a different evolutionary line from us, is that they

evolved exceptionally strong jaws for the grinding of tough, fibrous plant

foods. They therefore had heavyset skulls with flamboyant crests that pro-

vided anchors for powerful chewing muscles.

What can we say about the lifeways of australopithecines? If we start

with diets, it seems likely that most australopithecines depended mainly on

the types of foods their ancestors had eaten in forested environments. Their

teeth are adapted for grinding the shells of tough or fibrous fruits, leaves,

and other plants. However, they probably ate meat occasionally, for direct

observations have shown that most living primates are occasional carnivores

and eat as much meat as they can. 31 Either they hunted small or weak ani-

mals (including other primates) or they scavenged meat from animals that

had died naturally or been killed by other carnivores. But in the main, aus-

tralopithecine diets were vegetarian.

Analogies with modern primates occupying similar niches suggest that

australopithecines probably lived in small family groups that traveled to-

gether, with individuals foraging separately for their own food. There is no

evidence that they had more linguistic ability than modern chimps. This does

not mean that there was no politics or no communication. As in many mod-

ern primate societies, males and females probably formed hierarchies of

dominance and spent a lot of time dealing with, and presumably thinking

about, group politics. Like modern chimps, australopithecines may have com-

municated through gestures, sounds, and activities such as grooming. But

neither chimps nor australopithecines had the vocal apparatus or the intel-

lectual ability necessary to precisely communicate abstract information.

Studies of the societies of primates closely related to modern humans of-

fer contradictory suggestions about the nature of the earliest hominine so-

cieties. Genetically, we are closest to chimpanzees, and members of the best-

known chimp species. Pan troglodytes, live in bands linked by closely

related males. Males stay with their natal groups, while females move away

from their natal groups. But most australopithecine species, unlike chimps,

appear to have been quite sexually dimorphic (i.e., males were much larger

than females). This suggests that in some respects australopithecine "soci-

eties" may have been closer to those of gorillas.
32 Among gorillas, males are

large because they compete with each other for access to females, which en-

sures that the largest males produce the most offspring. The result is a so-

cial world in which a dominant male and perhaps one other, younger male
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will travel with several females and their children in groups of up to about

twenty individuals. Perhaps we should envisage a world somewhere between

these structures. This may have been a world of bands somewhat smaller

than those of modern chimps, in which closely related males competed for

dominance and for access to females. Perhaps dominant males gained access

to several females, but that access was not exclusive. Australopithecines may
have lived in a world whose males engaged in more or less constant com-
petition with each other to attract female partners. Yet at the reproductive

core of this world of competitive but closely related males, there existed

smaller but closer units, consisting of mothers and their children, as in most

modern primate groups. Chimpanzee mothers are known to form durable

and clearly affectionate relations with their children, while males show lit-

tle interest in the tasks of child rearing and no sense of paternity. All in all,

there is little to suggest that australopithecines were radically different in

their physiology or lifeways from the ape species of today.

Tool Use and Meat Eating: Homo habilis

For hominid specialists, Olduvai Gorge, a 50-kilometer-wide canyon in the

Serengeti Plain in northern Tanzania that is part of the African Rift Valley,

is a special place: finds from here have provided the best evidence that our

species evolved in Africa. Here, in 1960, Jonathan Leakey—the son of Louis

Leakey, one of the pioneers of modern studies of human evolution—found

a hominine fossil about 1.4 meters tall. Louis Leakey claimed that it belonged

to the same genus as human beings (Homo) and therefore christened it

Homo habilis, or "handy man." This made it the oldest species of the genus

that includes modern humans.

Though many anthropologists felt the remains simply belonged to an

unusually gracile form of australopithecine, two factors encouraged Leakey

to think that this species was more "human." First, associated with Homo
habilis he found the earliest evidence for the systematic manufacture and

use of stone tools. The skills involved in these activities seemed significantly

more complex than those evident among earlier hominines. Second, the

brains of habilis were a lot bigger than those of the australopithecines, rang-

ing from 600 to 800 cubic centimeters. Homo habilis seemed to be a tool-

using, learning animal, like modern humans; so perhaps the appearance of

the new species, about 2.3 million years ago, marked the real beginnings of

human history. Modern anthropologists have retained Leakey's nomencla-

ture, and there is no doubt that habilis shows distinctive features, some of

which may have been triggered by ecological changes caused by cooler, drier

climates beginning about 2.5 million years ago. For example, stone tools
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made by habilis show signs of "handedness," which implies a division be-

tween left and right sides of the brain; that, in turn, may be a necessary pre-

condition for improved linguistic skills.
33 Nevertheless, recent research into

the growing number of habilis remains and sites has shown that the gulf

between them and modern humans in intellectual ability and lifeways is

wider than Leakey supposed. 34

Part of the reason for these shifts in attitudes toward habilis is that mod-
ern paleontologists are less impressed than Leakey was by signs of tool use.

We now know that many animals use tools of some kind, and chimpanzees

use tools in more ways than any other animals apart from humans. For ex-

ample, chimps have been observed inserting sticks into termite mounds, then

quickly pulling them out and eating the termites that are still clinging to

them; some even use rocks to crack open nuts. However, habilis seems to

have used tools in new ways that required more planning and foresight. Pa-

leontologists describe their stone tools as Oldowan, a name taken from the

Olduvai Gorge in which so many have been found. These tools have a quite

distinctive form that persists in the archaeological record for almost 2 mil-

lion years, until almost 250,000 years ago (see figure 6.3). They consist

mainly of large stones, often river cobbles of tough basalt or quartzite, from

which smaller chips have been removed by striking with a "hammer" stone,

to create one or two cutting edges.

Making such tools requires considerable planning and experience, much
more than is needed to make the simple tools used by chimpanzees. Mod-
ern experiments in stone knapping have shown that the original stones need

to be chosen carefully, and struck with precision. In fact, making stone tools

requires precisely those skills that are the forte of the prefrontal cortex, that

part of the brain that was to expand most significantly in human evolution.

It is possible that tool use evolved through a process known as Baldwinian

adaptation (named after the nineteenth-century American psychologist who
first described it systematically). This is a form of evolutionary change that

appears to combine Darwinian and cultural elements, because behavioral

changes lead to changes in an animal's lifeways, thereby creating new se-

lective pressures that lead, over time, to genetic changes. For example, species

that learn new behaviors that let them live in cold climates may eventually

adapt genetically to their new environments by evolving furry coats (as did

mammoths or woolly rhinos). Among humans, groups that herded domes-

tic animals eventually acquired, over many generations, an enhanced ca-

pacity to digest milk, as rare mutations that prolong the production of the

milk-digesting enzyme lactase into adult life became more common. Perhaps,

in a similar way, hominine individuals that were most skilled at making and
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using tools gained such selective advantages that they had more offspring

than others, so that their intellectual skills were soon incorporated into the

genetic makeup of the entire species. If so, then tool use may have been

both a cause and an effect of brain growth, in a process of positive feed-

back.

What were the stone tools used for? Modern experiments have shown

that Oldowan choppers could be used successfully to break up bones or to

work more crudely in wood. But the chips struck off them were probably

more important than the cores, for these made small, sharp flakes that could

be used for butchering and carving. So we can imagine habilis individuals

and groups carrying pebbles with them as they foraged, and striking flakes

off those pebbles when necessary. Microscopic examination of their edges

has shown that Oldowan stone tools had many uses. Perhaps their most im-

portant role was in making available a richer and more varied diet. They

could be employed to get at tubers that were otherwise inaccessible. Even

more important, choppers and the flakes made from them could be used to

scare away other predators from killed animals, to get at the marrow bones

of large animals, and to butcher their carcasses. However they got their meat,

habilis individuals ate more of it than did australopithecines, as dental ev-

idence suggests. This richer food stuff may have provided some of the ex-

tra metabolic energy needed to support larger brains, particularly if, as seems

likely, meat eating permitted a shortening of the gut, thereby reducing the

amount of energy needed to process and digest food. Meat eating may also

have led to more complex social lives, for it has recently been shown that

chimps value meat highly and will use it as a sort of currency—a way of

bargaining with others for sexual, political, or material favors .

35 In short,

eating more meat may have stimulated new forms of intellectual and social

complexity.

But we should not exaggerate the importance of meat in habilis diets. It

is no longer believed that these primates were more than occasional hunters,

perhaps like some groups of modern chimps .

36 Study of habilis teeth sug-

gests that they, too, lived mainly off fruits and plant foods, even if meat pro-

vided an occasional and highly valued supplementary food. Besides, their

stone tools were remarkably simple in comparison with those of modern

foragers and, while useful in foraging or scavenging, they would have been

of little use in true hunting. Close examination of cut marks on bones at

habilis sites shows that they butchered carcasses but did not always kill them,

for the cuts they inflicted often lie over the tooth marks of other animals.

They may have killed small animals, but they probably scavenged the meat
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of larger animals that had died of natural causes or had been killed by other

animals.

Anatomical studies also suggest that habilis was not completely bipedal,

and may have spent much time in trees. So we should imagine habilis groups

of any number from five to thirty individuals foraging separately during

the day, like modern primates or australopithecines, and perhaps coming to-

gether at night and taking refuge in trees. Their preferred ecological niche

was still similar to that of the australopithecines, though the scavenging of

meat was more important to them and they spent more of their time on the

ground.

All in all, there is no clear evidence of the quantum leap in intelligence

and social complexity that Louis Leakey assumed when he first encountered

Homo habilis.

Larger Brains and Ranges: Homo ergaster and Homo erectus

Homo habilis lived in East Africa with several other species, including ro-

bust australopithecines (Paranthropus). Indeed, in a pattern that is common
in the early history of new adaptations such as bipedalism, the early his-

tory of hominines shows a great variety. Perhaps six or more different species

of hominines lived at the time of habilis.

About 1.8 million years ago, at the transition from the Pliocene to the

Pleistocene period on the geological timescale, there appeared a new hom-
inine species, known to modern anthropologists as Homo erectus or Homo
ergaster. 37 A spectacularly well-preserved sample of ergaster, dated to ca.

1.8 million years ago, was found at Nariokotome, in Kenya, in 1984. "Tur-

kana boy," as this fossil is known, is the most complete of all hominine fos-

sils. Turkana boy died while still an adolescent, but he was already more than

1.5 meters tall and had a skull of ca. 880 cubic centimeters, almost V3 larger

than those of most habilis individuals. 38

By one million years ago, in one of the more spectacular hominine radi-

ations, various forms of erectus/ergaster displaced all other forms of hom-
inines. Homo ergaster individuals were taller than habilis and had larger

brains, ranging from 850 to 1,000 cubic centimeters. This brings them close

to the range of brain sizes in modern humans. There are other signs that

they were significantly closer to modern humans. From ca. 1.5 million years

ago, they began to manufacture a new type of stone tool, known as Acheu-

lian hand axes, whose production demanded more intellectual sophistica-

tion than Oldowan tools. They are shaped more precisely and more elegantly

than Oldowan choppers. And they are shaped on all sides, to form pear-
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shaped "axes," normally with at least two cutting edges. Sometimes, Acheu-

lian stone tools were finished with a bone hammer to produce a finer edge.

Some ergaster populations may also have learned to use fire. This would

have provided valuable protection, particularly in cave dwellings, and would

also have made it possible to soften and clean meat by cooking it. However,

if they did use fire, they did so unsystematically. There is no evidence, for

example, that they used hearths.39

It is likely that ergaster had linguistic abilities superior to those of ha-

bilis, but how superior is hard to tell. Larger forebrains suggest an increased

capacity to understand and process symbols, while a larynx that sat lower

in the throat may have allowed greater vocal flexibility; as a result, vocal

communication may have increased in importance in comparison with ges-

tural communication. Still, there is little direct evidence of the rich capac-

ity for symbolic activity that is apparent in the fossil evidence of modern

humans, so it seems likely that symbolic communication, even if it existed

in some form, had not yet had a revolutionary impact on either the behav-

ior or the consciousness of ergaster,

40 Steven Mithen has made the inter-

esting suggestion that ergaster individuals may still have used what lan-

guage ability they had mainly in social situations.
41 There is no evidence

that language was used to deal with technological problems, for once they

appeared, the Acheulian axes of ergaster show little change over a million

years. And, though ergaster diets probably included more meat than the diets

of their habilis relatives, it is unlikely that even they engaged in systematic

hunting of the kind we find among modern foragers.

The most important sign that there was an increase in the behavioral flex-

ibility of these species is the fact that they included the first hominines to

migrate out of East Africa and then out of Africa entirely and into Eurasia.

By about 700,000 years ago, communities of Homo erectus lived in parts of

southern Asia and had even entered Ice Age Europe. Erectus remains were

first found in Indonesia in 1891, and perhaps the best-known finds were

made in the 1920s at the Zhoukoudian cave, which is today just a suburban

train ride from modern Beijing. All in all, erectus explored a wider range of

niches than those used by habilis—"wider" both ecologically and geo-

graphically. In particular, they apparently managed to live in regions whose

climates would have been too cold or too seasonal for habilis.

An increase in the niches available to a species is normally a sign of con-

siderable demographic success, and it seems reasonable to assume that the

numbers of hominines increased with the number of available niches.

Though we do not know the numbers of any early species of hominines,

they were probably similar to the populations of great apes before the twen-
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tieth century. There were perhaps a few tens of thousands or perhaps as

many as one or two hundred thousand hominines at any one time, and their

numbers probably grew as they migrated into western and northern Africa

and then into southern Eurasia. But there is as yet no evidence for long-

term growth in the population numbers even of erectus. So we should not

ejtaggerate the significance of these migrations out of Africa. In southern

Eurasia, erectus entered environments that were more seasonal than those

of East Africa's savanna lands, but otherwise quite similar. And many other

mammal species had made similar migrations, including earlier species of

hominoids. Finally, it is striking that erectus did not manage to inhabit the

cold heartland of northern Eurasia.42 Nor is there any evidence that they

made the sea crossing to Australia and Papua New Guinea.

Prehuman Hominines of the Past Million Years

During the past million years, several new types of hominines appeared in

different parts of Africa and Eurasia. And everywhere the brains of these

species expanded rapidly. Eventually, many had brains as large as 1,300 cu-

bic centimeters, which puts them within the range of modern human brain

sizes. Beginning about 200,000 years ago, there also appears, after a long

period of little technological change, a new type of stone technology: the so-

called Levallois or Mousterian tools. In these, a stone core, shaped like a tor-

toise shell, was prepared in such a way that several flakes could be struck

from it with a single, precisely calculated blow. Presumably a more varied

tool kit was tied to the exploration of new niches.

Why should hominine brains have grown so quickly? Explaining brain

growth is harder than it may seem, for large brains are rare—and with good
reason. The modern human brain is arguably the most complex single ob-

ject we know. Indeed, E. O. Wilson has argued that the evolution of the hu-

man brain constitutes one of the four great turning points in the history of

life on earth.43 Each human brain contains perhaps 100 billion nerve cells,

as many cells as there are stars in an average galaxy. These connect up with

each other (on average, each neuron may be connected to 100 other neu-

rons) to form networks of astonishing complexity that may contain 60,000

miles of linkages. Such a structure can compute in parallel. That means that

although each computation may be slower than that of a modern computer,

the total number of computations being carried out in a particular moment
is much, much greater. While a fast modern computer may be able to com-
plete one billion computations a second, even the brain of a fly at rest can

handle at least a hundred times as many! 44 Surely, evolving a biological com-
puter as powerful as this must have been a good Darwinian move.
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But though this argument is intuitively plausible, there is a serious prob-

lem with it. If brains are so obviously "adaptive," why have so few species

evolved really large brains in comparison with their body sizes? The trouble

is that brains are costly to maintain. The human brain uses 20 percent of

the energy needed to support a human body, but accounts for only 3 per-

cent of body weight. Bearing large-headed infants is also difficult and dan-

gerous, particularly for a bipedal species, as bipedalism requires narrow

rather than wide hips. In other words, growing big brains is a chancy evo-

lutionary gamble. So we cannot just assume that big brains evolved because

they were obviously advantageous. Instead, we have to find more specific

explanations.

One answer may be that brains provided good radiators for species liv-

ing out in the open. This answer is not as flippant as it sounds. But there

may be subtler and better answers. Perhaps there were feedback loops, in-

volving forms of Baldwinian evolution. Changes in one area (either genetic

or behavioral) may have caused changes in other areas, which created new
selective pressures that reinforced the original change. One such loop, as we
have seen, may link tool use and brain size.

A second loop, which may have operated in tandem, links sociability and

brain size. Even among chimps, it has been shown that the capacity to cal-

culate social relations accurately can increase the reproductive chances of

individuals. And such processes may set up relatively speedy feedback loops,

as more socially skilled individuals mate more frequently, producing more

offspring who, in turn, are likely to have greater social and political skills.

Eventually, such processes could have encouraged the expansion of those

parts of the brain best able to make complex social calculations.45 However,

larger brains made birth a more painful and difficult process. At some stage,

this problem may have been solved by a change in the rate of infant devel-

opment. Hominine babies were born at an earlier stage of maturity. But this

solution meant that infants became more and more helpless and demanded

more parenting. That increased the importance of mothers being sur-

rounded by a supportive social group, including both males and females. This

shift may be linked to the fact that humans, unlike most other great apes

(except for orangutans), have lost the estrous cycle; as a result, they can be

sexually active even when conception is impossible. The partial separation

of sexuality from reproduction may have encouraged stronger pair-bonding

between males and females, thereby increasing the role of males in parent-

ing, a change that may also be linked to declining sexual dimorphism in hu-

mans.46 Whatever the details of these complex processes (and the archaeo-

logical record is too ambiguous for any certainty), hominines had to become



EVOLUTION OF HUMANS 167

more social as their brains grew larger. But living in larger or more com-
plex social groups requires, as we have seen, complex social skills; and by
and large, those with the greatest social skills were most likely to find mates.

Feedback cycles of this kind—with increasing brain size stimulating in-

creased social complexity, which encouraged further expansion in brain

size—may explain why, at certain periods in hominine evolution, human
brains (and particularly the prefrontal cortex) have expanded rapidly.47

A further possibility is that brain growth occurred as a by-product of quite

small changes in the developmental schedule of hominines. As we have seen,

neoteny, or the evolution of species similar to the juvenile forms of the

species from which they evolved, occurs because of slight rearrangements

in the genetic codes governing the rate and timing of development, as a re-

sult of which most features of a species develop more slowly, except for its

sexual maturity. Thus, adult humans have flat faces and are relatively hair-

less. Chimps also have these qualities, but only during their youth. As they

age, their muzzles push outward and they become more hairy. Most im-

portant of all, modern humans maintain the rate of brain growth typical of

juvenile chimps, but sustain these rates for longer periods. This means that

they grow larger brains and maintain for a longer time the rapid learning

pace of juveniles. In this way, small alterations in the genes that control de-

velopmental processes can have a huge impact on the adult form of neote-

nous species.

A final possibility is that rapid brain growth has something to do with

the evolution of more sophisticated forms of language. As with tool use,

language skills probably correlated closely with brain power, giving those

individuals with slightly bigger brains a significant Darwinian advantage.

This would have accelerated the evolution of even larger brains in one more
evolutionary feedback loop. We will explore this line of argument more care-

fully in the next chapter.

Whatever the cause, we know that hominine brains grew quickly be-

ginning about 500,000 years ago. These changes provide clear evidence of

increased intellectual capacity, and perhaps of increased linguistic ability. But,

frustratingly, there is still little evidence of revolutionary changes in hom-
inine lifeways. The best-known of these later hominine species are the

Neanderthals. The first Neanderthal fossils were found in 1856 in the Ne-
ander valley in Germany. Though Neanderthals were long assigned to the

same species as modern humans (technically they were known as Homo
sapiens neanderthalensis ), recent genetic tests, using remnant DNA from

Neanderthal fossils, suggest that the human and Neanderthal lines diverged

perhaps as much as 700,000 to 550,000 years ago. 48
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Neanderthals first appear in the archaeological record about 130,000

years ago, and they vanish from the record as recently as 25,000 years ago.

Their brains were as large as, and perhaps even larger than, those of mod-

ern humans, but their bodies were tougher and stockier. They clearly had

the ability to hunt, and this enabled them to occupy Ice Age landscapes that

had not been inhabited by any earlier hominines—for example, in parts of

modern Ukraine and southern Russia. However, their hunting methods

were inefficient and unsystematic in comparison with those of modern for-

agers, or even humans of the upper Paleolithic era. Their stone tools, usu-

ally described as Mousterian, are more complex than those of erectus, but

show far less variety and precision than the stone tools of modern humans.

There are hints of Neanderthal art or burial ritual, both of which might

have signaled an increased use of symbolic communication (but the evi-

dence is ambiguous). And there is little sign of great social complexity. Like

earlier hominines, Neanderthals seem to have lived primarily in simple

family groups that had limited contact with each other. There is no evi-

dence that Neanderthals could have had the same impact on the planet as

modern humans.

SUMMARY

This is a frustrating conclusion. We have seen that the evolution of mod-

ern humans was a revolutionary event within the history of the earth. And
we can see all the elements of modern humanity being assembled over sev-

eral million years. Hominines evolved larger brains, which gave them an

increased behavioral flexibility and perhaps also the beginnings of a capac-

ity for symbolic language. They learned to use tools in more complex ways

than any other primate, which gave them access to a more varied diet. Taken

together, these changes apparently enabled Homo erectus to explore a wider

range of habitats than any other closely related species. Yet there is not any

clear evidence in the fossil record of revolutionary changes in the behaviors

even of later hominine species before ca. 250,000 bp. We have not yet left

the realm of natural selection, in which genetic change eclipses cultural

change. It is hard to imagine how any earlier species of hominine could have

transformed the world as our own species has done. This is true even of Ne-

anderthals, a species remarkably close to us genetically, with brains as large

and perhaps even larger than ours. What is it, then, that is revolutionary

about modern humans and human history? And in what way did the changes

described in this chapter prepare the way for their revolutionary ecological

impact? The next chapter will offer some tentative answers.
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to the story of human evolution. In Nonzero (2000), Robert Wright dis-
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THE BEGINNINGS OF HUMAN HISTORY

THE EVOLUTION OF HUMAN LANGUAGE

Many features contributed to the unique evolutionary package that is our

species. But the previous chapter argued that the most critical was the ap-

pearance of symbolic language, which released the new and uniquely po-

tent adaptive mechanism of collective learning. So, to understand when hu-

man history really began, we have to understand when and how humans

acquired their aptitude for symbolic language.

This is murky territory, for language leaves no direct signs in the fossil

record; our attempts to understand the evolution of human language de-

pend on ambiguous hints in the fossil record, padded out with a heavy

wadding of theory. Not surprisingly, experts disagree even on the funda-

mental question of when human language first appeared. Henry Plotkin

writes;

Some put it as recently as 100,000 years ago or less, a few put it back

beyond two million years from the present, and the majority go for

somewhere in the region of 200,000 to 250,000 years ago. It is ex-

tremely unlikely to have occurred instantaneously, if one defines

instantaneously as either a single miraculous mutation or a period

of time less than about 1,000 years. ... It most likely was smeared

out over tens of thousands, perhaps a few hundred thousand years. 1

Currently, it is common to suppose, building on the insights of the lin-

guist Noam Chomsky, that language, like some other distinctive human abil-

ities, depends on the evolution of particular "modules" or "organs" within

the brain that contain the programs for particular skills. Human brains, it

is argued, have a generalized computing capacity that is extremely power-

171
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ful. But they also contain specialized modules for language and for many
other skills, perhaps including social skills, technological skills, and ecolog-

ical or environmental knowledge. Such theories are tempting, particularly

in the case of language. Human infants acquire language with a speed and

fluency that is incompatible with any process of learning by trial and error

and that has no parallel among our closest relatives, the chimps. In some
sense, it seems, the human capacity for language must be hardwired into

our brains, and it must have been wired in quite recently, in evolutionary

terms. If so, those interested in hominine evolution must try to explain how
a language module evolved .

2

Steven Mithen has proposed that a number of once discrete brain mod-
ules, some of which may have been present in the earliest hominines, merged

quite suddenly—perhaps within the last hundred thousand years—in a sort

of linguistic "big bang.
" 3 But exactly how this might have happened remains

unclear. There are other difficulties with the "Swiss army knife" view of the

human brain. Human brains are certainly different in significant ways from

those of apes (not just in their size), but it has proved impossible to locate

a distinct "language" module. Language skills appear to be distributed

through many different parts of the mind, and their location differs even

between individuals. Language seems to be a product of networks of inter-

actions between different parts of the brain, rather than the work of any

one language area .

4

In The Symbolic Species, Terrence Deacon has offered an account of the

evolution of human language that does not rely on the idea of specialized

modules. His argument begins with the use of symbols, the most distinc-

tive feature of human languages. Representations of the external world can

exist in three distinct forms. The simplest two depend on the detection of

similarities (which Deacon calls "icons") or correlations ("indices") between

events and things .

5 Iconic similarities enable organisms as simple as bacte-

ria to react in one way to all manifestations of warmth or light, and in an-

other way to cold or darkness. On the other hand, Pavlov's dogs learned that

there was a correlation between eating and the sound of bells because the

two regularly occurred together. As a result, they linked the two phenom-
ena despite the absence of any iconic similarity. Both these ways of learn-

ing depend on one-to-one correspondences between internal and external

events. However, "symbols," the third form of representation, refer not just

to the outer world but also to whole collections of icons and indices, so they

can be used to create much more complicated inner maps of reality.

But symbolic thinking is tricky. It can be done only if iconic and index-

ical forms of representation can be held, as it were, in the background, while
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other parts of the mind distill their conceptual essence into a symbolic form

of some kind. According to Deacon, "The problem for symbol discovery is

to shift attention from the concrete to the abstract; from separate indexical

links between signs and objects to an organized set of relations between

signs. In order to bring the logic of token-token relationships to the fore, a

high degree of redundancy is important" (p. 402; and see chap. 3, passim).

This intellectual maneuver requires a lot of computing power. Deacon's ar-

gument makes clear the size of the hurdle that had to be surmounted be-

fore symbolic thinking was possible, and this helps explain why symbolic

modes of representation are apparently confined to modern human beings,

with their exceptionally large brains.

Large brains are not enough, however. Symbolic language also requires

many other intellectual and physiological skills. These include a capacity to

quickly make and process symbolic gestures or sounds and to understand

rapid sequences of symbolic sounds uttered by others. How and why could

such a coherent and complex set of skills develop together in the compara-

tively short period of a few million years? Deacon's answer is that they

emerged through a process of co-evolution during which hominines evolved

to take increasing advantage of rudimentary forms of symbolic communi-

cation, while languages themselves evolved to accommodate, with increas-

ing delicacy and precision, the changing abilities and peculiarities of the

hominine brain. Such changes probably involved some type of Baldwinian

evolution, in which slight behavioral modifications gave a significant re-

productive advantage to those individuals most skilled at these new behav-

iors. That advantage, in turn, would create powerful selective pressures in

favor of these skills; in this way, what started out as a purely behavioral de-

velopment may eventually have been inscribed both in the genetic code of

our species and in the deep structures of human languages. 6 Rudimentary

forms of symbolic communication may have appeared first as a result of mi-

nor behavioral changes similar to those observable in modern chimpanzees

in experimental situations. But once they became habitual, these new forms

of communication may have created new selective pressures by enhancing

the reproductive chances of those individuals who were, for genetic reasons,

most adept at them.

This discussion suggests that the initial steps toward a symbolic language

probably began a long time ago to allow time for the evolution of the many

behavioral and genetic changes that have made modern language possible.

It also suggests that the first steps required brains little different from those

of modern chimps. But these initial steps were probably followed by evo-

lutionary changes whose most evident feature (at least in the fossil record)
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would have been expansion in the size and importance of the prefrontal cor-

tex, the front part of the brain. Finally, it is only at a later stage in human
evolution that we should look for direct evidence of efficient symbolic com-
munication. Deacon's account of the extreme difficulty of symbolic commu-
nication suggests that once that threshold was crossed, we might expect a

sudden change in the quality and nature of human communication

—

something along the lines of Steven Mithen's linguistic big bang.

The first steps toward symbolic language may have involved a combi-
nation of gestures and sounds. Under experimental conditions, chimpanzees

can be taught to use signs symbolically, even if their capacity to symbolize

remains limited, and australopithecines may have been as competent lin-

guistically as modern chimps. 7 But if we could observe australopithecines

communicating with each other, we might still be uncertain whether this

was really "language." Deacon explains:

The first symbolic systems were almost certainly not full-blown lan-

guages, to say the least. We would probably not even recognize them
as languages if we encountered them today, though we would recognize
them as different in striking ways from the communication of other
species. In their earliest forms, it is likely that they lacked both the

efficiency and the flexibility that we attribute to modern language
The first symbol learners probably still carried on most of their social

communication through call-and-display behaviors much like those of

modern apes and monkeys. Symbolic communication was likely only
a small part of social communication, (p. 378)

If this reconstruction is correct, it suggests that australopithecines had a lim-

ited ability to live in a symbolic realm, which may have permitted a mod-
est degree of abstract thought and perhaps even a degree of self-conscious-

ness. However, for the most part, we should assume that australopithecines,

like most animals with brains, lived in an experiential world dominated by
the sensations of the present moment rather than in a psychic world like

that of modem humans, within which we can often conjure up what is not

present, including the past and future. 8

Studies of Homo habilis skulls show that their brains were not merely
larger than australopithecine brains; they were also organized differently.

In particular, there are hints of the division of labor between left and right

sides that, in modern humans, is reflected in "handedness." This feature, in

common with increased brain size, may reflect selection for improved sym-
bolic ability, since the segregation of functions to different parts of the brain

may have increased the ability of the brain to process different types of in-
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formation in parallel.
9 Deacon suggests that other skills related to language

may have been present in habilis and later hominines:

Homo habilis and Homo erectus would have had greater motor control

[than australopithecines] and probably also exhibited some intermedi-

ate degree of laryngeal descent as well [thereby increasing the variety

of sounds that could be made]. Homo erectus' speech might have been

somewhat less distinctive as well as slower than modern speech, and

the speech of Homo habilis would have been even more limited. So,

although their speech would not have had either the speed, range, or

flexibility of today, it would have at least possessed many of the con-

sonantal features also found in modern speech, (p. 358)

But we should not exaggerate these skills. The relatively high larynx of

all early hominines suggests that they could not produce the range of sounds

(particularly vowels) used by modern humans. If they spoke, they proba-

bly did so with a limited vocabulary of words dominated by consonants. Ges-

tures may still have carried most of the burden of communication. Because

they lacked the ability to manipulate symbols with the speed or dexterity

of modern humans, their communication would have been limited and slow

by modern standards. Most important of all, we do not yet see in the ar-

chaeological record any signs of the significantly enhanced adaptive ability

associated with collective learning.

It is during the past 500,000 years or so that we begin to find evidence

of a more decisive shift toward symbolic language, combined with increased

adaptive creativity. Neanderthals had brains as large as humans (see fig-

ure 7.1), but studies of the base of Neanderthal skulls suggest that they,

too, lacked the capacity to manipulate sounds in the complex ways demanded

by modern human languages. And this, combined with the absence of any

other unequivocal evidence for extensive symbolic activity among Neander-

thals, leads us to believe that Neanderthals did not use a fully developed form

of language, though their presence in parts of Ice Age Eurasia indicates that

they did have an enhanced capacity to adapt to new environments. However,

the rapid growth in brain size among several distinct species of humans in

the past 500,000 years suggests that a process of rapid co-evolution was tak-

ing place, in which several distinct abilities crucial to symbolic language were

evolving together and quite swiftly. These may have included the descent of

the larynx (necessary to make possible more complex manipulation of

sounds), increasing lateral specialization within the brain, and increasing abil-

ity to control the breath and to recognize and analyze sounds rapidly and

precisely. 10
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Figure 7.1. Neanderthal and human skulls. The skull on the left is Neanderthal
(from La Ferrassie); the skull on the right is of a modern human (from Cro-
Magnon). Modern genetic evidence suggests that humans and Neanderthals
are less closely related than was once thought. From Chris Stringer and Clive

Gamble, In Search of the Neanderthals (London: Thames and Hudson, 1993),
p. 185.

WHEN DOES HUMAN HISTORY BEGIN?

When do we first get evidence for the existence of humans that not only

looked like modern humans but also behaved and communicated with each

other like modern humans ? This is one of the most important questions that

a historian can ask, for it is really a question about the beginnings of hu-

man history.

In recent years, two rather different answers have been available. The first

is now a minority position, though it is still defended vigorously by some
scholars, including Milford Wolpoff and Alan Thorne. They argue that hu-

mans evolved slowly toward their modern forms throughout Afro-Eurasia,

over almost a million years. Thus all the hominine remains found through-

out Afro-Eurasia in the past million years should be treated as examples of

a single, evolving species with regional variants, some of whose features, in-

cluding skin color and facial characteristics, survive to the present day. In

this view, regional populations continued to interbreed, so they always re-

mained part of a single species .

11
If this account is accurate, we must con-
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elude that human history is perhaps a million years old, though its most

distinctive features do not become apparent until more recently. There are

several difficulties with this approach, however. Above all, the great variety

of fossil remains from the past million years, the huge area they cover, and

the probability that few individuals traveled large distances make it difficult

to see how we can regard these remains as evidence of a single, evolving

species.

A second view, which is currently more popular, is that modern humans

appeared more abruptly, somewhere in Africa, between 100,000 and 250,000

years ago. 12 The crucial evidence for this conclusion is genetic, though it is

also compatible with recent fossil finds. Studies of the genetic material of

modern humans show that we vary far less than do neighboring popula-

tions of gorillas. This suggests that our species is very young—perhaps only

200,000 years old. If we had been around much longer, there would have

been time for much more genetic variety to accumulate both within and be-

tween regional populations. Furthermore, most .of the genetic variety within

modern humans occurs within African populations, which suggests that this

is where humans have lived longest. Presumably, then, Africa is where mod-

ern humans (Homo sapiens

)

first appeared. Indeed, this theory suggests that

for at least half of our history, modern humans lived exclusively in Africa.

This account of the relatively abrupt appearance of our species fits well

with what we know of typical patterns of evolution. Modern humans, like

many hominine species, may have evolved by a process known to biolo-

gists as allopatric speciation. When populations of a species range over a

large area, it is common for some groups to become isolated. They may en-

ter a valley or cross a mountain or a river that then cuts them off from

other members of their species. If they cease to interbreed with other pop-

ulations of their species, they will soon begin to diverge genetically from

the parent population. If the isolated population is small, and if the eco-

logical conditions of its new home are very different from its old home, it

may diverge rapidly, because selective pressures are strong and favorable

genetic changes can spread more swiftly in small populations. Besides, a

small population is unlikely, for purely statistical reasons, to be entirely

typical of the parent population, and in it such deviations can multiply

quickly. (This is known as the founder effect.) For all these reasons, new

species often evolve rapidly in small populations living at the edge of the

range of a parent species. If this is how our species evolved, then all mod-

ern humans are descended from a small and isolated group of ancestors who

lived in Africa between 100,000 and 200,000 years ago. If they lived in

southern Africa, this would indeed place them at the extreme edge of the



178 EARLY HUMAN HISTORY

range of hominine populations of the Middle Paleolithic (the era from
200,000 to 50,000 years ago).

But there is a problem with this theory, too, for most of its supporters

agree that evidence of distinctively modern behaviors, including human lan-

guage, does not appear before the Upper Paleolithic, which began about 50,000

years ago. Archaeological evidence from Eurasia and Australia suggests that

some quite decisive changes occurred in human behavior about 50,000 years

ago. The markers that archaeologists have taken as signs of modern human
behavior are of four main types. First are new ecological adaptations, such as

the entry into new types of environment. Second are new technologies, such
as the appearance of small, precisely made, and sometimes standardized blades

that may have been hafted, as well as the use of new materials such as bone,

all of which would presumably have enhanced the capacity to enter new en-

vironments. Third are indications of greater social and economic organiza-

tion, which show up in evidence for networks of exchange extending over

large distances, improved ability to hunt large animals, and evidence of an

increased capacity for organization and planning. Fourth, and in some ways
most important of all, are indirect signs of symbolic activity, such as the ap-

pearance of artistic activity of various kinds, which would have accompanied
the use of symbolic language. On the basis of evidence for all these types of

change, a number of archaeologists and prehistorians have argued that there

was a "revolution of the Upper Paleolithic": a late, and remarkably sudden,

flowering of human creative activity, beginning ca. 50,000 years ago, which
marks the true beginning of human history.

But why the apparent gap between the appearance of modern humans
and the appearance of modern behaviors? This has remained a tantalizing

puzzle. It has tempted some scholars to suppose that critical changes may
have taken place in the wiring of human brains within the last 100,000 years;

in that case, the real beginning of human history should be put later than

the genetic evidence might suggest. Recently, however, two American pa-

leontologists, Sally McBrearty and Alison Brooks, have proposed an elegant

resolution of these difficulties, based largely on a close analysis of the ar-

chaeological evidence from Africa. Their account dovetails neatly with the

account of language origins offered in the previous section, as it seems to

demonstrate how a process of genetic evolution of the kind familiar to bi-

ologists was transformed, about 250,000 years ago, into a process of cultural

evolution of the kind familiar to historians. The next section will be based

largely on their revised account of early human history in Africa. 13

In "The Revolution That Wasn't," McBrearty and Brooks have shown
that the abrupt changes apparent in the Eurasian and Australian evidence
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are not seen in evidence from Africa. Here, they argue, evidence of fully hu-

man behavior can be found much earlier than the Upper Paleolithic, per-

haps from as early as 250,000 years ago, but it appears piecemeal and grad-

ually. Evidence for the use of small blade tools, some of them hafted, as well

as for the use of grindstones and pigments appears very early, while evi-

dence for other innovative technologies—including fishing, forms of min-

ing, long-distance exchanges of goods, the use of bone tools, and migrations

into new environments— also can be seen earlier than in Eurasia. Neither

cultural nor anatomical changes appear in a "big bang"; instead, they evolve

more fitfully.

There was no "human revolution" in Africa. Rather, . . . novel features

accrued stepwise. Distinct elements of the social, economic, and subsis-

tence bases changed at different rates and appeared at different times

and places. We describe evidence from the African MSA [Middle Stone

Age, ca. 250,000-50,000 bp] to support the contention that both human
anatomy and human behavior were intermittently transformed from

an archaic to a more modern pattern over a period of more than

200,000 years, (p. 458)

Instead of a revolution of the Upper Paleolithic, what is apparent in Africa

is a slow process of change that seems to reflect the "fitful expansion of a

shared body of knowledge"
over many small groups and large areas (p. 53 1 )

.

And this, they argue, is just what should be expected if modern humans lived

in small groups and developed these skills community by community.

Furthermore, they argue, the earliest of these changes coincide with the

appearance of a new hominine species, recently dubbed Homo helmei, which

is so close to modern humans that it may prove necessary to reclassify its

members as belonging to our own species, H. sapiens. Remains that are

firmly attributable to H. sapiens are certainly present in Africa by 130,000

years ago, and perhaps as early as 190,000 years ago, but there is no sharp

discontinuity between the two species (p. 455). All in all, they maintain that

in Africa, unlike Eurasia, the genetic evidence and behavioral evidence com-

bine to offer a coherent account of how our species originated and began to

display the ecological creativity that is unique to our species.

Both H. helmei and early members of H. sapiens are associated with

MSA technology, and thus it is clear that the main behavioral shift

leading to modernity lies at the Acheulian-MSA boundary about

250-300 ka [thousand years], not at the MSA-LSA [Later Stone Age]

boundary at 50-40 ka as many assume. We have shown here that many
sophisticated behaviors are present in the MSA. This implies increased

cognitive abilities with the appearance of H. helmei, and behavioral
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similarities and a close phylogenetic relationship between H. helmei

and H. sapiens. It could be argued that the specimens referred here to

H. helmei are more correctly attributed to H. sapiens, and that H. hel-

mei should be sunk into H. sapiens. If that is the case, our species has a

time depth of ca. 250-300 ka, and its origin coincides with the appear-

ance of MSA technology, (p. 529)

If McBrearty and Brooks are right, we can say that human history began

somewhere between 300,000 and 250,000 years ago in Africa.

AFRICAN ORIGINS: THE FIRST 200,000 YEARS

Before about 100,000 years ago, humans were confined to Africa; but within

Africa they pioneered new technologies and lifeways and they occupied new
environments, including those of the forests and deserts. Only after ca.

60,000 years ago do humans begin traveling into regions that no earlier hom-
inines had settled, including Australia (which required the ability to cross

a significant body of water), Ice Age Siberia (which required the ability to

adapt to extremely cold conditions), and eventually the Americas.

Evidence for the earliest (and longest) phases of human history in Africa

is tantalizingly thin. In principle, we know that once language appeared, each

community had its own history that was rich in epic stories, great names,

disasters, and triumphs. But because we cannot see these histories, we have

to portray the large trends, forgetting about the details that mattered to in-

dividuals. There is little we can do about this except to periodically make
the imaginative effort to remember that each community did have its own
detailed history, which was as vivid and live to community members as any

history constructed today on the basis of written sources.

These generalizations are true of the entire period of human history tra-

ditionally referred to as prehistory because of the absence of written sources.

But they apply with particular force to the earliest eras of human history.

Less archaeological work has been done in Africa than in Europe, dating is

tricky, and, as always, trying to explain behavior on the basis of archaeo-

logical evidence is difficult. Besides, we should expect that in those early

days, processes of collective learning would have worked extremely slowly;

we should not be looking yet for spectacular displays of technological vir-

tuosity. As McBrearty and Brooks note, "Early modern human populations

in late Middle Pleistocene Africa were relatively small and dispersed,

change was episodic, and contact among groups intermittent. This resulted

in a stepwise progress, a gradual assembling of the modern human adap-

tation" (p. 529).

Despite these difficulties, McBrearty and Brooks make a strong case for
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Figure 7.2. Behavioral innovations of the Middle Stone Age in Africa (duration

in thousands of years). Adapted with permission from Sally McBrearty and Ali-

son S. Brooks, "The Revolution That Wasn't: A New Interpretation of the Origin

of Modern Human Behaviour," Journal of Human Evolution 39 (2000): 530.

the appearance in Africa, 250,000 years ago, of all the crucial changes once

regarded as evidence for a revolution of the Upper Paleolithic (see figure 7.2).

The earliest and clearest signs of new behaviors can be seen in changing stone

technologies. Most striking is the disappearance, after 250,000 bp, of the

Acheulian stone technologies associated with various forms of H. ergaster.

In their place there appear new and more delicate types of stone tools. Some

may have been hafted so they could be used as spears or projectiles, an in-

novation that would have permitted safer and more precise hunting of large

animals. Traces of the gums used by modern hunters to hold blades in place

have been found on at least one early blade, and many early stone blades are

shaped in ways that are consistent with hafting. 14 In addition, there are signs

of the use of small-scale resources such as fish and shellfish. These are tech-

nologies that do not appear outside of Africa until after ca. 50,000 bp.

Humans were also adapting to new environments, in particular to desert

and forest regions that no earlier hominines had used.
15 Evidence of new
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forms of social organization and of local "cultures" appears in the quite dis-

tinct stylistic patterns found in stone implements. There is also evidence of

complex patterns of exchange, sometimes over several hundred kilometers.

Such behavior suggests that though most of the time humans lived in fam-
ily groups joined together in small bands, they had occasional friendly con-

tacts with other groups—sometimes over large distances. The creation of

such networks (Robert Wright describes them as "giant regional brains") 16

marks a radical break with what we know of the social systems of living

great apes. It is tempting to interpret it as indirect evidence of improved
forms of communication. More direct signs of modern linguistic skills ap-

pear in the form of ornamental objects, as well as grindstones apparently

used to grind pigments. Both have been found in Africa well before the Up-
per Paleolithic. These provide the clearest evidence for the existence of sym-
bolic activity, symbolic thought, and therefore symbolic language.

None of these scraps of evidence is unambiguous, but taken together they
help us piece together the earliest stages of the process of collective learn-

ing that has culminated, 250,000 years later, in the world we know today.

And they suggest that this process was linked directly with the appearance

of new species of hominines capable of using symbolic language.

SOME RULES OF COLLECTIVE LEARNING

Symbolic language enabled humans, unlike other closely related species, to

share information and to learn together. How did this pooling and sharing

of knowledge generate the long-term changes that distinguish the history

of humans from that of closely related species? In exploring what is dis-

tinctive about human history, we will need to focus, above all, on those fac-

tors that determined the pace and geography of processes of collective learn-

ing. Why was ecological innovation slower in some eras and faster in others ?

Why was it slower in some regions and faster in others? If, as I have argued
earlier, collective learning is the most important distinguishing feature of

human history, we clearly need to keep a close eye on these questions.

In practice, of course, processes of collective learning were as unpredictable

as any creative process. But some general rules are worth noticing at the

outset, as these will suggest which changes were most likely to accelerate

or retard the accumulation of ecologically significant knowledge—the types

of knowledge that, over time, have given humans their unique power to ma-
nipulate the material world. Two factors stand out: the volume and variety

of the information being pooled, and the efficiency and speed with which
information is shared.
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The first critical factor is the size of information networks, or the num-

ber of communities and individuals that can share information. 17 Intuitively,

we should expect the potential synergy of a network of information ex-

changes to increase at an accelerating rate as the number and diversity of

people exchanging information increase.
18

It may be easiest to understand

this rule in terms of a model network in which there are a number of nodes

(vertices, in graph theory; people or communities, for our purposes), but the

total intellectual synergy is proportionate to the number of possible links

between those nodes (edges, in graph theory). Then the math is easy. The

number of possible links between 2 nodes is 1, the number between 3 is 3,

and the number between 4 is 6; in general, if the number of nodes is n, the

total number of links is (n X (n — 1))/ 2. In reality, not all connections are made.

But the important point is that the number of possible connections (and

thereby the potential informational synergy of the entire network) increases

faster than the number of nodes, and the difference between the two rates

increases as the number of nodes increases. So, as networks expand in size,

their potential intellectual synergy increases much faster: "larger and

denser populations equal faster technological advance." 19

The variety of information being pooled may be as important as the sheer

volume. Neighboring communities living similar lifeways may be able to

help each other fine-tune technologies and skills, but they are unlikely to

introduce radically new ideas. Fundamentally new forms of information are

likely to be shared only where communities living different lifeways come

into significant contact. To be sure, differences in lifeways often act as a bar-

rier to contact; but sometimes, as in some forms of trade, they do not. In-

deed, where dissimilar groups belong to the same information networks, we

are most likely to find processes of collective learning leading to significant

changes in technologies and lifeways.

This abstract model suggests that it is important to try to describe the

size and variety of information networks—the regions over which infor-

mation can be exchanged. It also suggests another important principle: as

the size and variety of information networks grow, we should expect to find

not just an accumulation of new knowledge but an acceleration in the ac-

cumulation of new knowledge. And at the most general level, this is exactly

what we observe over long periods of human history.

The second critical factor is the efficiency with which information is ex-

changed. To define the size of a region within which information may be

exchanged is one thing. But within that region the speed and regularity of

exchanges may vary greatly. The efficiency of information exchanges
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reflects, above all, the nature and regularity of contacts and exchanges be-

tween different communities. And these may be shaped by social conven-

tions, geographical factors, and technologies of communication and trans-

portation. Within a single information network, processes of collective

learning may be more or less powerful in different regions; it is thus pos-

sible to imagine regions in which more information is pooled, in greater va-

riety and in greater concentrations, than in other regions.

These arguments suggest a useful general principle: the size, diversity,

and efficiency of information networks should be an important large-scale

determinant of rates of ecological innovation. In subsequent chapters, we
will attempt to track the changing synergy of processes of collective learn-

ing by examining the size and variety of information networks in different

parts of the world, as well as the varying efficiency with which information

was pooled within those networks.

In the Paleolithic era, the existence of small groups that had limited con-

tact with each other ensured that exchanges of ecological information

worked sluggishly. In a single lifetime, each individual was unlikely to en-

counter more than a few hundred individuals, and most of that lifetime

would have been spent in the company of no more than the ten to thirty

individuals who belonged to the same family. The amount of information

that could be exchanged in such networks was clearly limited; these limita-

tions help explain what seems to us the glacial slowness of technological

change in the Paleolithic era, even though by hominine standards, techno-

logical change was actually rapid.

Other factors would also have slowed the pace of change. Societies made
up of many small communities tend to display great linguistic diversity. In

Aboriginal Australia, a population of several hundred thousand people may
have had 200 different languages. Though related to each other, these lan-

guages were distinct and only close neighbors could communicate easily with

each other. In California as late as 1750, at least 64 and perhaps 80 different

languages were spoken, and in Papua New Guinea even today, there are al-

most 850 living languages. 20 Cultural differences would also have limited the

exchange of ecological and other forms of information, as would the large

distances between neighboring groups in a world in which each group

needed a large territory to support itself. All in all, it should be no surprise

to find that new technologies and new adaptations evolved slowly in the Pa-

leolithic. And they emerged locally, so the earliest human societies were prob-

ably extremely varied: each group made its own adaptive experiments in rel-

ative isolation, and opportunities to pool technological discoveries remained

limited.
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PALEOLITHIC LIFEWAYS

Anyone trying to determine how the earliest humans lived must depend on

a lot of guesswork. And studies of modern foraging communities suggest

that lifeways varied greatly in their details from group to group. Still, there

are some broad generalizations we can make with considerable confidence. 21

The small number of fossil remains, combined with what we know from ob-

servations of modern foragers, makes it certain that the number of early

humans was small and that they lived in small communities. How small we

really cannot know. But it seems a reasonable guess that for some time, hu-

man populations were similar to those of modern chimps, with perhaps

significant fluctuations both up and down.

We can be sure that groups were small because all modern foraging tech-

nologies require large areas of land to support small populations. In early

Holocene Europe, for example, foraging lifeways could support population

densities of up to one person to every 10 square kilometers, while early forms

of farming could support between fifty and one hundred people in the same

area.
22 We have no reason to think that Paleolithic communities were any

more efficient in this respect. Modern foragers are mostly nomadic, mov-

ing to different parts of their home territory in different parts of the year.

Their diet normally depends largely on gathered foods, including plants,

nuts, tubers, and small animals of various kinds. In addition, most hunt larger

animals and highly value their meat, even though catching it is uncertain;

as a result, smaller, more reliable forms of food usually make up the basis

of their diet. Living a foraging life requires immense knowledge about avail-

able resources, about the migration patterns of birds and animals, and about

the life cycles of particular plants, so it would be a mistake to underestimate

the ecological skills of such communities.

How well did people live in the Paleolithic? A modern city dweller trans-

ported into this world would not find things easy, but the once-popular as-

sumption that the lives of foragers were intrinsically harsh is exaggerated.

It is probably equally true that a citizen of Paleolithic Siberia transported

suddenly into the twenty-first century would find life hard today, if in dif-

ferent ways. In a deliberately provocative essay published in 1972, the an-

thropologist Marshall Sahlins describes the world of the Stone Age as "the

original affluent society." He argues that an affluent society is "one in which

all the people's material wants are easily satisfied," and he suggests that by

some standards. Stone Age societies met this criterion better than do mod-

ern industrialized societies.
23 He points out that affluence can be achieved

either by producing more goods to fulfill more desires or by limiting one's
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desires to what is available (the "Zen road to affluence"). Using modern an-

thropological data to gain some insight into the life experience of Stone Age
societies, he accepts that levels of material consumption were undoubtedly

low among Stone Age peoples. Indeed, nomadism, by its very nature, dis-

courages the accumulation of material goods, for the need to carry what one

owns limits any desire to accumulate material possessions. Studies suggest

that modern nomadic societies may also deliberately check population

growth using many different methods, including prolonged breast-feeding

of children (which inhibits ovulation) and more brutal techniques, such as

the abandonment of excess children or of older members no longer capable

of moving with the rest of the community. In all these ways, foraging com-

munities may have limited their needs.

Nevertheless, Sahlins argues that normal levels of consumption in such

communities were more than adequate to supply basic needs. Capable of ex-

ploiting an extremely wide range of foodstuffs, foragers in all but the harsh-

est of regions rarely suffered from serious shortages. And nomadism in small

groups provided variety and freedom from the diseases characteristic of

larger, sedentary communities. Even more strikingly, attempts by anthro-

pologists to assess how much time modern foragers spend "working" for a

living suggest that far from toiling desperately just to stay alive, they work

less than most wage earners or household workers in modern industrial so-

cieties. Studies of traditional communities from Arnhem land showed that

"people do not work hard. The average length of time per person per day

put into the appropriation and preparation of food was four or five hours.

Moreover, they do not work continuously. The subsistence quest was highly

intermittent. It would stop for the time being when the people had procured

enough for the time being, which left them plenty of time to spare."24 Here,

there was plenty of what we are tempted to call "leisure" time. Researchers

studying other modern communities of foragers have come to similar con-

clusions. And, given that today's foragers have generally been driven away
from regions of greatest abundance, there is little doubt that those of the

Upper Paleolithic would, if anything, have spent an even smaller propor-

tion of time working. There have been many attempts to sketch changes in

work patterns as societies have increased in size from the Paleolithic to the

modern day. In summary, these suggest that daily work time for adult males

and females has increased, on average, from ca. 6 hours in foraging societies

to ca. 6.75 hours among horticulturalists to ca. 9 hours among intensive

farmers, falling to slightly less than 9 hours for modern industrialized ur-

ban dwellers. Total time spent on "housekeeping" has increased as dwellings

have become more permanent, containing more goods, but the proportion
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of housekeeping done by men has decreased as societies have become larger.

On the other hand, time spent making and repairing household goods has

decreased as households have begun to acquire more goods from outside

specialists.
25

All in all, Sahlins concludes that Stone Age society was a world of abun-

dance, in the sense that most basic desires could be satisfied with a minimum

of stress and effort. It may be that Sahlins's article was a deliberate over-

statement, intended to counter a traditional view of human history that could

see only progress in the transition from forager to farmer to industrial worker.

There is little reason to think that life expectancies in Stone Age societies

were much above 30 or 40 years; and undoubtedly many people died in ways

that could now have been avoided. But there is no getting around the basic

paradox that Sahlins highlighted: the increasing "productivity" of human

societies has created societies in which more is desired, and less free time is

available to enjoy what is available. Rising productivity levels have supported

larger populations, but it would be difficult to prove that they have gener-

ated increased levels of human contentment, ffumans collectively have got

better and better at extracting resources from the environment, but we can-

not automatically equate this change with "betterment" or "progress."

The earliest humans probably lived, like most hominines, in family

groups of ten to twenty related individuals who traveled together. The fam-

ily was the community in which most people lived most of the time. Be-

cause (being human) they talked to each other, we can also be pretty sure

that they thought of those closest to them as "family" or "kin." All pri-

mates live in groups that we can loosely think of as families. But only with

the appearance of symbolic language was it possible to share ideas about

family and kin. This means that kinship (whether based on ties of blood or

ties of convention such as marriage) became the fundamental organizing

principle of human social networks in early human history. In his simple

but influential model of social structures, Eric Wolf has suggested that "kin-

ordered" societies constitute a major type of human community, one that

survives in many different forms even in the modern world. 26 But family

groups rarely lived in total isolation. Like modern families, each was nor-

mally part of a network of related communities that periodically met with

each other, particularly when supplies of food were plentiful enough to feed

large numbers. At such meetings (known in Australia as corroborees),

groups probably swapped information and even individuals with other

groups that included at least some close relatives. Within these networks, a

sense of kinship could define who you were, who you could trust, and who

you had to be wary of.
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Modern analogies suggest that the Paleolithic sense of kinship was em-

bedded in a distinctively Paleolithic set of economic relations. We can per-

haps understand these relationships by imagining a social equivalent of the

law of gravity. Humans are intensely social creatures; thus every individ-

ual exerts a gentle gravitational pull on every other individual, which is why
humans live in groups. But each group also tugs gently at the ideas, the

goods, and the people inside neighboring groups. We have seen that even

modern chimps (who are also extremely social
)
exchange valued goods such

as meat as a way of cementing relations within their community. Among
humans, exchanges of information, goods, and favors of many kinds pro-

vide the social gravity that holds close-knit groups such as families together.

These exchanges should be thought of not as trade in a modern sense but

rather as a form of gift-giving. In the Christian world, Christmas is a mod-

ern survivor of such exchanges, in which the gifts themselves (think of socks,

ties, and cheap perfumes) are less important than the social relations they

symbolize. In such a context, gifts are exchanged not mainly for economic

advantage but primarily to maintain good relations. Anthropologists refer

to the principle behind such exchanges as reciprocity.

27 Reciprocity depends

on building up good relations through gift-giving as a sort of insurance for

the future. Robert Wright quotes an account of Eskimo life that makes the

point well: "the best place for [an Eskimo] to store his surplus is in some-

one else's stomach ." 28

The opposite of reciprocity is vengeance. Where reciprocity failed to pre-

vent conflict, individuals or families took vengeance for wrongs done to

them. After all, in small, stateless communities, if individuals or families

did not exact justice, no one else would do it for them. The anthropologist

Richard Lee reports a modern example, which hints at what capital punish-

ment may have meant in the Paleolithic world:

/Twi had killed three other people, when the community, in a rare

move of unanimity, ambushed and fatally wounded him in full day-

light. As he lay dying, all the men fired at him with poisoned arrows

until, in the words of one informant, "he looked like a porcupine."

Then, after he was dead, all the women as well as the men approached

his body and stabbed him with spears, symbolically sharing the respon-

sibility for his death .

29

Large-scale warfare, like large-scale trade, was probably rare in the Paleo-

lithic era. For the most part, exchanges of gifts (and also of the negative gifts

of violence and insult) remained personal and "familiar." Nevertheless, these

exchanges played a fundamental role in survival, creating systems of knowl-

edge, alliance, and mutual assistance that embraced many distinct family
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groups and covered huge areas. And we can be sure that group violence did

occur even in Paleolithic societies, as it does within modern families, as well

as among modern nonhuman primates .

30

Though we cannot be certain, it is likely that social networks were

thought of as extending into the nonhuman world. Symbolic language

makes it possible to imagine, and to share what is imagined. Such sharing

lies at the base of all forms of religious thought. Modern studies of small-

group religions suggest that the earliest human communities thought of the

entire cosmos as bound into webs of kinship. Totemic thought—the belief

that particular families or lineages are related to particular animal species

and may return to life in animal form—reflects a sense of close kinship with

the animal world that seems to be pervasive in small communities, even to-

day. The supernatural world may also have been seen as a distinct but ac-

cessible realm—almost like a separate tribal territory, with whose occupants

one could negotiate, fight, or intermarry. This was a realm into which people

could travel, certainly at death and often even in life. And when they did

so, rituals and symbols of kinship provided a sort of passport between worlds.

Modern shamans plead with, negotiate with, and even "marry" supernat-

ural beings in order to pacify them or secure their favor. Above all, they

give gifts of food or sacrificed animals to please or pacify the gods, so that

reciprocal gift-giving shapes relations with the world of spirits as well as

humans. The relationship between kinship thinking and religion survives

even in the great modern religions, which often describe transcendental be-

ings as parents or ancestors, to whom one must give gifts or "sacrifices" as

marks of respect. But in relatively egalitarian communities, it seems that

the world of the gods, too, was thought of as egalitarian and individualistic.

Christopher Chase-Dunn and Thomas D. Hall report that in northern Cali-

fornia before European colonization,

there was little hierarchy among the many powers and beings. Many
groups believed that Coyote, the trickster, had created the universe. No
families or lineages had special relationships with deities or sacred an-

cestors. Rather, it was the job of each individual to seek out and estab-

lish relations with those spiritual forces that were to become his or

her special ally. An individual who obtained a great deal of this kind

of "power" was more likely to become a shaman, but each person

constructed his or her own relationship to the spiritual world. This

kind of religious cosmology is quite resistant to claims of seniority

or hierarchy.

31

In at least one respect, though, it is likely that Paleolithic thinking about

the world was very different from the thinking typical of later eras of hu-
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man history: it was much more specific. People dealt not with "the gods"

in general but with this spirit and that magical force, just as their tech-

nologies were not generalized but highly specific, concerned with this par-

ticular herd of deer, or that particular forest or shoreline. And this charac-

teristic may be why, as far as we can tell, the religions and cosmologies of

the Paleolithic world were attached so strongly to particular places .

32 Be-

cause Paleolithic communities were so small, their thinking about the world

lacked the distinctive modern concern with universality and generality. It

was particular places that mattered most of all; such places were the source

of everything that mattered. Something of this sensibility may be captured

in what Hobbles Danaiyarri, from Yarralin in Australia's Northern Terri-

tory, once said to Deborah Bird Rose: "Everything come up out of ground

—

language, people, emu, kangaroo, grass. That's Law." 33

"EXTENSIFICATION": MIGRATIONS OF THE UPPER PALEOLITHIC AND THEIR IMPACTS

The small size of Paleolithic groups and the limited exchanges between them
ensured that ecological knowledge accumulated slowly, slowly enough that

it is often assumed (wrongly) that there was no technological evolution at

all during this period. In fact, though it is not easy for us to see the details,

we can be certain that a huge amount of ecological knowledge was accu-

mulating within Paleolithic communities. Indeed, looking back from mod-
ern times, it is easier for us than for contemporaries to see that change was
occurring, for most of the changes that stand out in retrospect (as opposed

to the births, deaths, and other life events that mattered at the time) occurred

on scales too large to be noticeable within a single life span .

34 Over many
thousands of years, the size and diversity of environments occupied by hu-

mans within Africa increased. It did so by a process that we can usefully de-

scribe using the ugly word extensification, whose complement is the more
familiar notion of intensification. Extensification means an increase in the

range of humans without any parallel increase in the average size or den-

sity of human communities, and consequently with little increase in the

complexity of human societies. It involves the gradual movement of small

groups into new lands, usually adjacent to and similar to those they have

left. Humans moved in this way in part because they had the adaptive flex-

ibility to do so, whereas related species such as chimps lacked the ability to

move far beyond the habitats in which they had evolved. As for their mo-
tivation to migrate, that may have ranged from social conflicts within the

home group to local overpopulation. But it is important to note that ex-

tensification leaves the average group size unchanged, even as it may lead

to a slow expansion in the range and the total number of modern humans.
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So, though humans had to constantly make minor adaptations to new habi-

tats, in the course of which they developed the new technologies necessary

to live in environments as diverse as tropical forest and arctic tundra, the

synergy of collective learning did not increase greatly.

Whatever the cause, and however slow such changes might appear to

modern eyes, when repeated many times, over perhaps seven to eight thou-

sand generations and 250,000 years, they eventually led modern humans

to settle all continents apart from Antarctica. Beginning ca. 100,000 bp, ev-

idence is found of the presence of modern humans outside of Africa. The

first evidence is the appearance of modern human skulls in the Middle East

that date to about 100,000 years ago. This means that modern humans lived

in the Middle East at the same time as Neanderthals. In this region, at least,

members of the two species may even have met each other.35 Like earlier

hominines, modern humans would have found it easy to migrate eastward

or westward around the Mediterranean or toward Asia, for in southern Eura-

sia they found environments quite similar to those in Africa.

The first migrations into very different environments were into the con-

tinent of Sahul (which included modern Australia and Papua New Guinea),

and into the Ice Age steppes and tundra lands of northern Eurasia (see maps

7.1 and 7.2). No earlier hominines had made these migrations; so they pro-

vide decisive evidence for the increasing ecological creativity of modern hu-

mans. The difficulty of occupying colder northern latitudes is evident in the

long time it took modern humans to move from the Middle East to Europe

and Inner Eurasia. Modern humans first appear in these regions from ca.

40,000 years ago. Humans were in Ukraine by 40,000 to 30,000 years ago,

and had probably settled parts of northern Siberia by 25,000 years ago. Even-

tually, communities living in eastern Siberia crossed into the Americas

—

perhaps using boats, or perhaps crossing the land bridge across Beringia that

was exposed during the colder parts of the last ice age. We know that hu-

mans had entered the Americas by about 13,000 years ago, but there are hints

that they may have arrived earlier, possibly as early as 30,000 years ago.

Meanwhile, some humans had made the first significant sea crossing from

what is today Indonesia into Sahul. As late as the 1960s, there was no firm

evidence of settlement in Australia before 10,000 years ago. But since then,

dates for the settlement of Sahul by modern humans have been pushed back

in time. Humans had certainly arrived by 40,000 years ago, and they may
have arrived earlier. Recent evidence, examined with the new dating tech-

nique of thermoluminescence, suggests a date of almost 60,000 years for

the occupation of the Malakunanja rock shelter in Arnhem land in North-

ern Australia, while a skeleton found at Lake Mungo in New South Wales
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in 1974 has recently been dated at 56,000 to 68,000 bp .

36 These are significant

dates, because no earlier hominines had managed to settle Sahul. And the

reason is clear. Even during the last ice age, when sea levels were lower than

today, the journey to Sahul required a sea crossing of at least 65 kilometers.

At other times, the distance was at least 100 kilometers. Any humans trav-

eling to Sahul from Timor or the Sula group of islands had to be superb

sailors. And they had to be careful planners, for populations that drifted to

Sahul by chance would not have been large enough to form permanent

colonies. So, settling Sahul required technologies that we do not find in any

previous hominine species (see map 7.2). Careful analysis of genetic varia-

tions in modern populations confirms the story of migration that is appar-

ent in the fossil record. They show that East Asian and Australian popula-

tions diverged more than 50,000 years ago, and Amerindian populations

diverged from North Asian populations 15,000 to 35,000 years ago.37

As humans moved into these new environments, they had to develop new
technologies. Improved control of fire may have been one of the most im-

portant of all technological developments in the later Paleolithic. We have

seen that some communities of H. ergaster/erectus may have used fire, but

only in limited ways. Modern humans put fire to many more productive

uses. It provided warmth and some protection against predators. It was also

used for cooking, a development that made it possible to process and use

foods that might otherwise have been unusable: heating softened the fibers

in meats and destroyed the toxins that had evolved as a form of protection

in many plant species, from tubers to legumes.38 Fire could also be used to

shape entire landscapes, and as a supplement to hunting and gathering. In

a famous article, the Australian archaeologist Rhys Jones referred to such

techniques as "fire stick farming."39 Fire stick "farmers" deliberately set fire

to bushland in regular cycles. In part, their aim was to prevent buildups of

combustible material that could lead to hotter and more dangerous fires. But

by clearing away underbrush, fire stick farming also encouraged the growth

of new plants that, in turn, attracted browsers that could be hunted. Recent

research suggests that such techniques may have been used as early as 45,000

years ago. 40 But, at least in temperate zones, they have been used more or

less continuously ever since, with a profound effect on entire biota. As

Stephen Pyne writes:

hardly any plant community in the temperate zone has escaped fire's

selective action, and, thanks to the radiation of Homo sapiens through-

out the world, fire has been introduced to nearly every landscape on

earth. Many biotas have consequently so adapted themselves to fire

that, as with biotas frequented by floods and hurricanes, adaptation
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has become symbiosis. Such ecosystems do not merely tolerate fire,

but often encourage it and even require it. In many environments fire

is the most effective form of decomposition, the dominant selective

force for determining the relative distribution of certain species, and

the means for effective nutrient recycling and even the recycling of

whole communities. 41

In some form, the practice can be found in many different parts of the world

at the end of the Paleolithic era, and more recently. 42 Captain Cook saw the

smoke of bush fires while sailing off the Australian coast in the eighteenth

century, and Magellan saw huge plumes of smoke off Tierra del Fuego. Mod-
ern anthropological research has also revealed a long history of fire use in

North America.43 According to I. G. Simmons,

the Beaver Indians of northern Alberta had a sophisticated and deli-

cately tuned approach to creating fire. Certain patches of vegetation

were burned deliberately in order to maximize their value as resources.

Openings or clearings ("yards") were created within a forest area and

maintained by burning; grass fringes of streams, wetlands, trails and

ridges ("corridors") were similarly created and maintained, for they

were both areas where hunted species of animal would either collect

or traverse, or both. Fires were also set along traplines, around lakes

and ponds, and within large areas of dead fallen trees which otherwise

had no resource value; indeed, they were a danger since if ignited in

summer they might start off a crown fire, whereas the Indian groups

controlled time and place so as to produce only surface fires. So the

yards and corridors may well have existed alongside a natural fire-

produced mosaic, or could have used natural patterning as a starting

point and maintained a version of it.
44

So pervasive is the use of fire that the Dutch sociologist Johan Goudsblom

has argued that it constitutes the first great technological transition in hu-

man history.45

In colder climates, improved hunting techniques were crucial, for while

accessible plant foods were scarcer than farther south, there were huge herds

of herbivores to be hunted on the Ice Age steppes of Russia, Siberia, and

North America. The evidence for new forms of technological creativity is

particularly abundant from eastern Europe. In this region. Upper Paleolithic

innovations may have included some of the earliest forms of weaving and

pottery, technologies that were once thought to have appeared first in the

Neolithic era. Sites from the Moravian lowlands, dated to between 28,000

and 24,000 years ago, suggest the use of fired clay and also of weaving, prob-

ably to make nets and baskets, as well as simple forms of clothing.46 There

is also evidence in eastern Europe in the Upper Paleolithic for improvements
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in clothing, particularly in northern environments. At Sungir, near Vladimir

in Russia, there is a burial dating to ca. 23,000 bp; it contains the remains

of a boy and a girl, who wore clothing covered with beads. The position of

the beads suggests that the clothes, made from hides and furs, were care-

fully tailored and well fitting. The girl's grave is the more elaborate. It con-

tained more than 5,000 beads, many ivory lances, and other carved ivory

ornaments. The boy's grave also contained many beads, as well as a belt made

from 250 carved fox teeth, a bracelet, a pendant, several spears, and a mam-

moth figure carved from ivory. Many Upper Paleolithic sites also contain

bone needles.47

Dwellings became more specialized. There is particularly striking evi-

dence of systematic and well-planned building from what is today Ukraine

and southwest Russia.48 Perhaps most astonishing of all, communities in

some regions exploited local resources so efficiently that they became less

nomadic. The clearest evidence for the existence of Upper Paleolithic "vil-

lages" also comes from Ukraine, where Olga Soffer has studied almost thirty

Upper Paleolithic sites. Many have mammoth bones and pits for the stor-

age of frozen meat. Linked to these are other, less permanent sites—on high

ground, away from the river valleys—which may have been temporary

summer hunting camps. The earliest mammoth bone dwellings date from

ca. 20,000 bp, but similar dwellings are present at many sites in the Dnieper

basin, usually near river valleys. At Mezhirich, on the river Dnieper, there

are large concentrations of mammoth bones, along with carefully prepared

hearths and many bone or ivory ornaments. Mammoth bones provided a

frame for dwellings partly dug into the ground, and covered over with skins.

There were about five dwellings, each about 80 square meters in area and

housing up to ten people. The builders used mammoth bones not just for

scaffolding but also as "tent pegs," in preference to wood, which rots more

easily. They forced them deep into the ground and cut sockets into which

they inserted wooden poles. They also used mammoth bones as fuel, after

splintering them. 49 These settlements were probably winter camps for

groups of perhaps thirty people, who may have occupied them for as long

as nine months each year. The relative permanence of these settlements is

reflected in the care with which they were built. At the Kostenki 21 site,

there were several dwellings along 200 meters of the Don river shore, set

10 to 15 meters apart. One dwelling, near marshland, had an area paved with

limestone slabs to avoid the damp. There are also objects that seem to have

ritual importance, such as the two musk ox skulls found at Kostenki. Per-

haps these were the site of annual gatherings or ritual activities that

affirmed the unity of related groups. 50 The inhabitants of these Ice Age vil-
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lages lived off frozen stocks of meat, kept in storage pits and thawed out by

fire. The meat, most of which came from gregarious herbivores such as mam-
moth or bison, was hunted in summer and autumn, when the animals were

at their fittest. Each year, some of the inhabitants moved out to temporary

summer camps for the hunting season. On returning, they stored meat in

pits whose depth suggests they were dug from the top layer of permafrost

as it thawed during the brief summers. 51

The skills needed to survive in such environments were social as well as

technological. In harsh environments, knowledge is as crucial as tools; mod-

ern anthropological studies suggest that knowledge was highly valued, and

carefully codified and stored in stories, rituals, songs, paintings, and dances.

In the Upper Paleolithic there are many hints that information and pres-

tige goods of various kinds were being exchanged—sometimes over huge

areas. This does not mean that such exchanges were regular, but it does mean

that information could spread extensively, though slowly and fitfully. The

astonishing Venus figurines, which appear from the Pyrenees to the river

Don at the coldest period of the last ice age, about 20,000 years ago, are a

spectacular example of such diffusion. Even more astonishing are the sim-

ilarities between the cave paintings of southwestern Europe and those of

western Mongolia toward the end of the Upper Paleolithic.
52 In Sahul, too,

there is evidence that goods and ideas could be exchanged over vast areas.

The Wilgie Mia ochre mine in Western Australia has been excavated for

thousands of years, using technologies including wooden scaffolding, heavy

stones to bash the rocks, and fire-hardened wedges to extract the ochre em-

bedded within the rocks. The mine's red ochre, which may have represented

the blood of a Dreamtime being, was traded from Western Australia right

across the continent to distant Queensland. 53

Technologies that gave early humans access to more and more diverse

environments, enabling them to settle on all the world's major landmasses,

imply an increase in the total number of humans. But estimating how hu-

man populations grew in the Paleolithic is extremely tricky. Most calcula-

tions depend on little more than careful guesswork. And there is a danger,

which should be admitted at the outset, that in any deductions from such

figures we will merely rediscover the assumptions behind the original

guesses. Nevertheless, if such estimates are accurate, even within a wide mar-

gin of error, they suggest some clear and important conclusions. Though

early human populations were undoubtedly small and probably fluctuated

significantly, we have seen that the range of humans expanded markedly

within Africa over 150,000 years and more. This expansion in range sug-

gests that the total number of early humans also increased. As noted in chap-
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ter 6, genetic evidence hints that the number of modern humans may have

fallen dangerously low (perhaps to 10,000 adults) about 100,000 years ago,

at the beginning of the last ice age.
54 However, the migration of some mod-

ern humans out of Africa—first into the Middle East and then, beginning

ca. 50,000 years ago, into central and northern parts of the Eurasian land-

mass, as well as to East Asia and Australia—must imply a significant in-

crease in human numbers after that date. The harsh conditions of the later

stages of the last ice age may have slowed growth, but the spread of humans

into entirely new environments such as Siberia and the Americas presum-

ably had the opposite effect, at least on a global scale. One indirect sign of

population growth is the increasing number of settlement sites from the

Upper Paleolithic: in the lands from north of the Black Sea to the northern

ice sheets, only six Neanderthal sites have been found, but more than 500

sites date from the period after 50,000 years ago. 55 The Italian demographer

Massimo Livi-Bacci proposes a global figure of "several hundred" thousand

for Upper Paleolithic populations of ca. 30,000 years ago, and a figure of ca.

6 million at the end of the last ice age, almost 12,000 years ago (see tables

6.2 and 6.3).
56

If we take these three figures—10,000 at the beginning of the last ice

age, a guess of ca. 500,000 early in the Upper Paleolithic, and another guess

of 6 million at the end of the last ice age, 10,000 years ago—we can calcu-

late some approximate growth rates for early human populations. Taken at

face value, these figures imply that human populations multiplied by a fac-

tor of ca. 1.006 every century from 100,000 to 30,000 bp, a rate that yields

a doubling time of ca. 12,500 years. In the period from 30,000 to 10,000 bp,

world populations grew at a factor of ca. 1.013 everY century, yielding a dou-

bling time of ca. 5,600 years.

These growth rates are rapid by comparison with those of any other large

mammal. Yet they are slow by the standards of later human history. Table

6.3 shows that on these figures, the average doubling time for populations

in the agrarian era fell to about one-sixth of what it was in the late Paleo-

lithic era. In the modern era, the average doubling time has fallen again, to

about one-eighth of what it was in the agrarian era. One way of getting a

general feeling for the difference between these eras is by estimating aver-

age population densities. The total land surface of the earth (including

Antarctica) is ca. 148 million square kilometers. Dividing world populations

at different eras into this figure, we get a notional average population den-

sity of 1 person for every 25 square kilometers in 10,000 bp. In 5000 bp, the

same average area would have contained ca. 8 people; in 2000 bp, ca. 42

people; in 1800 ce, ca. 160 people; and today, ca. 1,013 people. This is just
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one way of saying that since the end of the Paleolithic era, world popula-

tions have multiplied a thousand times, from 6 million to about 6 billion.

As this chapter has shown, this astonishing change began deep in the Paleo-

lithic era, with the first migrations into new terrain within Africa.

THE HUMAN IMPACT ON THE BIOSPHERE

Though they may seem crude to modern humans, the technological skills

that made this expansion possible imply a marked increase in human eco-

logical control. That increase was enough to have a significant impact on Pa-

leolithic environments. Fire stick farming offers the most spectacular ex-

ample, for it seems that the regular firing of landscapes over many thousands

of years could transform large areas, sometimes in fundamental ways. 57 In

Australia, fire-loving species such as eucalypti multiplied under a regime of

fire stick farming while other species declined; thus the eucalyptus-domi-

nated landscapes that European migrants took for the "natural" landscape

of Australia were, in fact, as much a human artifact as the landscaped gar-

dens of eighteenth-century Britain.

Another important way in which Paleolithic communities began to

shape their surroundings was by driving other species to extinction. Im-

proved hunting techniques and the increasing use of fire may both have

played a role here, as did the spread of humans into new environments. Par-

ticularly threatened were many large species, or megafauna: large mammals,

reptiles, and birds that reproduced slowly and were therefore more vulner-

able to sudden population declines. Mammoths, woolly rhinoceros, and gi-

ant Irish elk vanished in northern and inner Eurasia; horses, elephants, giant

armadillos, and sloths vanished in North America.58 In Australia many gen-

era of large marsupials vanished, including the Diprotodon, a wombat-like

creature about 2 meters high (see figure 7.3). And they seem to have van-

ished within 10,000 years of the first arrival of humans. 59 As Darwin's col-

laborator, Alfred Wallace, noted as early as 1876, the extinctions occurred

with varying degrees of intensity in much of the world, from the Pacific to

Eurasia to the Americas: "We live in a zoologically impoverished world, from

which all the hugest, and fiercest, and strangest forms have recently disap-

peared; and it is, no doubt, a much better world for us now that they have

gone. Yet it is surely a marvelous fact, and one that has hardly been suffi-

ciently dwelt upon, this sudden dying out of so many large Mammalia, not

in one place only but over half the land surface of the globe."60

Scientists have long debated the relative importance in these extinctions

of climatic change and human overhunting. Both may have played a role,

but as we begin to date the extinctions more precisely, the evidence is
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Figure 7.3. Extinct (and dwarfed) Australian megafauna: shadow drawings of

Australia's lost and dwarfed fauna. The human hunter at left gives some idea

of their size. From Tim Flannery, The Future Eaters: An Ecological History of the

Australasian Lands and People (Chatswood, N.S.W.: Reed, 1995), p. 119; courtesy

of Peter Murray.

mounting that the main extinctions, certainly in newly colonized regions

such as Siberia, Australia, and the Americas, coincide with the arrival of

humans. 61 This is where the extinctions were most severe. Australia and

the Americas may have lost 70 to 80 percent of all mammal species over

44 kilograms in weight; in Europe, about 40 percent of megafauna disap-

peared, and in Africa only ca. 14 percent. 62 In recent times, too, species were

particularly vulnerable in environments such as the Pacific islands, whose

animals had no previous experience of dealing with humans. The absence

of any sign of similar rates of extinction in previous periods of rapid cli-

matic change during the Pleistocene also supports the claim that human

activity is implicated. Whatever the cause, the removal of most large mam-
mal species from Australia and the Americas was to prove momentous.

By eliminating several species that might eventually have been domesti-

cable, it may have slowed or prevented the emergence of agriculture in
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these huge regions, as well as depriving them of a major potential energy

source. 63

There is a sad and striking end to the story of Paleolithic extinctions.

Those species driven to extinction by the spread of modern humans prob-

ably included the last remaining hominines who were not members of our

species. Neanderthals, as we have seen, had brains as large as those of mod-

ern humans, and they were creative enough to settle in cold regions of

modern Russia and Europe that no earlier hominines had occupied. But they

apparently lacked the technological creativity of modern humans, presum-

ably because they lacked a developed symbolic language. In the Middle East,

modern humans were present at the same time as Neanderthals; moreover,

in this region modern humans seem to have used tools similar to those of

their Neanderthal neighbors. But the two species used similar tools in dif-

ferent ways. Studies of the bones of prey species left by modern humans

show that most animals were taken either in summer or winter, while those

from Neanderthal sites were taken throughout the year. In other words,

modern humans were probably moving around more, and taking prey more

selectively, while Neanderthals were occupying the same site year-round.

These subtle differences may point to more profound differences between

the two groups. The greater mobility of modern humans suggests that dif-

ferent groups had more contact with each other, and may have shared in-

formation more widely, while Neanderthal groups and individuals remained

more isolated from each other. Among modern foraging communities, par-

ticularly in colder regions (similar, perhaps, to those of the Middle East dur-

ing the last ice age), information sharing between different groups can be

vital to survival. At the same time, groups that are more self-sufficient and

less mobile may be more vulnerable to sudden ecological crises. Such

groups, with their less efficient hunting methods, may also have to expend

more physical energy in order to survive. That need may explain why Ne-

anderthals seem to have been so stocky; their hunting relied more on indi-

vidual strength than on collective cunning.64

Over time, these differences told, as modern humans spread more widely

and eventually migrated into regions occupied by Neanderthals. One such

region may have been the south of France, which probably had the densest

populations of any region of Upper Paleolithic Europe late in the last ice age

(which may be why it also contains 80 percent of Europe's cave art).
65 In

France, there is evidence that Neanderthal communities survived during

most of the last ice age and may have tried to borrow some of the new tech-

nologies of their neighbors. But they had little success with it. The last Ne-

anderthals perished somewhere in southwest Europe, 25,000-30,000 years
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ago. It is just possible that a similar story was played out at about the same

time at the eastern end of the Eurasian landmass as well, as evidence has

emerged that other hominine populations may have survived there as late

as Neanderthals, vanishing perhaps 50,000 or even 27,000 years ago. 66

Even in the Paleolithic, the ecological virtuosity of modern humans had

both destructive and creative sides. The migrations of Paleolithic humans,

their cave art, and their technological skills rightly win our admiration; but

the elimination of so many other large animals, including the only surviv-

ing species of hominines, is a powerful reminder of a more deadly side to

human history.

SUMMARY

Recent research suggests that modern humans, equipped with a symbolic

language and the capacity for collective learning, appeared in Africa about

250.000 years ago. Gradually, community by community, humans evolved

new technologies and learned to live in new environments. Beginning ca.

100.000 years ago, humans began to migrate out of Africa and into lands

no earlier hominines had settled, lands whose occupation required entirely

new ecological skills. The continent of Sahul was occupied between 60,000

and 40,000 years ago; Ice Age Russia and Siberia were occupied from ca.

30.000 years ago onward; and the Americas were certainly occupied by mi-

grants from Siberia by 13,000 years ago, and perhaps much earlier. As hu-

mans spread, they began, for the first time, to have a significant impact on

the biosphere, transforming landscapes with fire and hunting a large num-

ber of Pleistocene megafauna to extinction. By the end of the last ice age,

ca. 10,000 years ago, humans occupied all habitable parts of the world ex-

cept the many islands of the Pacific. They had also driven the only other

surviving hominines to extinction.

FURTHER READING

The early history of our own species is complex territory, and riddled with

controversy. There are several good general surveys, including Peter Bogucki,

The Origins ofHuman Society (1999); Goran Burenhult, ed., The Illustrated

History of Humankind (5 vols., 1993-94); Roger Lewin, Human Evolution

(4th ed., 1999); Ian Tattersall, Becoming Human (1998); Richard Klein, The

Human Career (1999); Luigi Luca and Francesco Cavalli-Sforza, The Great

Human Diasporas (1995); Chris Stringer and Robin McKie, African Exo-

dus (1996); and Robert Wenke, Patterns in Prehistory (3rd ed., 1990). This

chapter relies heavily on a superb recent article by Sally McBrearty and

Alison Brooks, "The Revolution That Wasn't" (2000), but it is too early to
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know if this account will achieve general recognition. The early history of

language is equally controversial. Aspects of the current debates on the sub-

ject are covered in books by Terrence Deacon
(
The Symbolic Species [1997]),

Steven Mithen
(
The Prehistory of the Mind [1996]), Henry Plotkin

(
Evolu-

tion in Mind [1997]), John Maynard Smith and Eors Szathmary
(
The Ori-

gins of Life [1999]), and Steven Pinker
(
The Language Instinct [1994]). Clive

Gamble's Timewalkers (1995) is one of the best recent surveys of Paleolithic

history, with a strong focus on changing social relations and networks. Tim

Flannery's The Future Eaters (1995) is a superb, if controversial, book on

early ecological impacts of humans in Sahul; his more recent work. The Eter-

nal Frontier (2001), discusses the ecological history of North America. The

work of Olga Softer (see the articles listed in the bibliography) is funda-

mental for understanding the settlement of Ice Age Russia. The Cambridge

Encyclopedia of Human Evolution (1992), edited by Steven Jones et ah, is

also useful for many details in this chapter.
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INTENSIFICATION AND THE ORIGINS OF AGRICULTURE

The Agricultural Revolution involved restructuring the food

economy, shifting from a nomadic life-style based on hunting

and gathering [foraging] to a settled life-style based on tilling the

soil. Although agriculture started as a supplement to hunting and

gathering, it eventually replaced it almost entirely. The Agricul-

tural Revolution entailed clearing one tenth of the earth's land

surface of either grass or trees so it could be plowed. Unlike the

hunter-gatherer culture that had little effect on the earth, this new
farming culture literally transformed the surface of the earth.

In the geological timescale, the Pleistocene era ends and the Holocene era

begins ca. 11,500 years ago, at the end of the last ice age. From about this

time, human history sets out in a new direction. A threshold is crossed, with

a shift from extensive to intensive technologies. In the Paleolithic era, the

increasing ecological power of our species shows up in the exploration of

new environments during migrations that took humans around the world.

From the early Holocene, it takes the form of intensification: new technol-

ogies and lifeways that enabled humans to extract more resources from a

given area of land. As a result, though most of human history took place in

the Paleolithic era (chronologically speaking), most humans have lived dur-

ing the last 10,000 years (see figure 8.1).

Loosely, we can refer to the new technologies of the early Holocene as

agriculture. They stimulated population growth and encouraged humans to

settle in the large, concentrated communities we call villages and towns.

Denser settlement encouraged more exchanges of ideas, and stimulated col-

lective learning so that the pace of technological change accelerated. But

larger and denser settlements also created novel social and organizational

problems, whose solutions required both new social relationships and larger

and more complex social structures. Over thousands of years, and at vary-

207



208 THE HOLOCENE

Paleolithic era

Agrarian era

Modern era

96% (250,000 years)

4% (1 0,000 years)

0% (250 years)

Figure 8.1. Three eras of human history com-

pared. The Paleolithic, agrarian, and modern

eras compared by (a) Duration (240,00, 10,000,

and 200 years, respectively), (b) The number

of humans that lived in each era (ca. 80 billion

humans have been born since our species first

appeared, according to the estimates of M. Livi-

Bacci, A Concise History of World Population

[Oxford: Blackwell, 1992], pp. 31, 33). (c) The

number of years lived in each era. Because life

expectancies have risen dramatically in the

modern era, it looms larger when measured by

the number of lives lived (estimates from Livi-

Bacci, A Concise History of World Population,

PP- 31 - 33 )-

ing speeds, these changes spread through much of the world. They mark the

most fundamental change since the evolution of modern humans.

The dynamism of the Holocene era shows up most clearly as population

growth (see figure 8.2, and tables 6.2 and 6.3). We have seen already that in

European prehistory, even the earliest forms of farming could support per-

haps 50 to 100 times as many people as foraging technologies could in a
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Figure 8.2. Human populations, 10,000 bp to now. Based on table 6.2.

similar area. 1 This is why the transition to agriculture shows up as a clear

upward inflection in the graph of world population growth. Of course, our

figures for world populations in this period are approximate. Nevertheless,

the multiplication of settlement sites in this period shows that populations

really did grow more rapidly than in the Paleolithic era. The estimates in

tables 6.2 and 6.3 suggest that world populations rose from ca. 6 million in

10.000 bp to about 50 million 5,000 years ago, which implies a six- to twelve-

fold increase in 5,000 years. 2 On average, populations were doubling every

1,600 years, while in the Upper Paleolithic they doubled, on average, every

6.000 years. These changes mark the start of a new demographic epoch, one

whose characteristic long-term growth rates were sustained for almost

10.000 years before accelerating even more decisively in the modern era.

In the 1930s, the Australian archaeologist V. Gordon Childe proposed

that this suite of changes be called the "Neolithic Revolution." Archaeol-

ogists first used the term Neolithic (or New Stone Age) to describe dis-

tinctive polished stone tools that appear from about 10,000 years ago. But

Childe insisted that the real significance of this period lay in something

more revolutionary: the emergence of agriculture. Agriculture laid the

foundations for all the most important developments of later human his-

tory. Today, many prehistorians resist Childe's term because they know that

when examined closely, the changes turn out to have been gradual. Con-

temporaries could hardly have known they were living through a revolu-

tion. Nevertheless, Childe's notion of a Neolithic or agrarian revolution de-
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TABLE 8 . 1 . A PERIODIZATION OF HUMAN HISTORY

Name of Epoch Rough Time Periods Distinctive Features

Era 1: Many Worlds:

The Paleolithic, and

the beginnings of

human history

300,000/250,000 bp-

10,000 BP

Earliest signs of human adaptive

virtuosity; many small, loosely

linked communities; population

growth and extensification;

humans enter new environments,

settling most of the habitable

world; extinction of all other sur-

viving hominine species

Era 2: Few Worlds:

The Elolocene and

the agrarian era

10,000 bp-500 bp Intensification and dense, inter-

connected settlements; increasing

variety of adaptations, new types

of community, increasingly arti-

ficial environments, growing

populations; three separate world

zones, moving through similar

trajectories at different speeds

governed by different synergies

of informational exchange

Era 3: One World:

The modern era

500 bp-Now Single, global system; collective

learning at species level; sharp

acceleration in extraction of

resources; control of biospheric

resources; extinction of other

organisms

serves to survive, for on the scale of human history as a whole, the changes

were both rapid and revolutionary (see table 8.1). During a mere 7,500

years, between 1 1,500 and 4,000 years ago, agricultural communities with

domesticated plants and animals appeared in at least three quite separate

regions of the world, and perhaps as many as seven. The lifeways pioneered

in these regions of "pristine" agriculture then diffused, as agriculturalists

migrated to new regions or as other communities incorporated the new

techniques into their own lifeways, which may already have been half agri-

cultural. Through a complex blend of migration, diffusion, and local in-

vention and reinvention, agricultural lifeways spread, with many local vari-

ations, along existing or newly created networks of exchange to most of

the world.



INTENSIFICATION AND ORIGINS OF AGRICULTURE 211

This chapter concentrates on what I will call the early agrarian era. This

is the period of human history in which there existed agricultural commu-

nities, but no cities and no states. As we will see, its chronology varies from

region to region. In some regions, it began 10,000 to 11,000 years ago, and

ended about 5,000 to 6,000 years ago; in others, it began much later and sur-

vived into the twentieth century.

THE HOLOCENE PERIOD OF HUMAN HISTORY

The End of the Lest Ice Age

The coldest phase of the last ice age occurred between about 25,000 and

18,000 years ago. Beginning 18,000 years ago, climates became warmer and

wetter, sometimes quite suddenly, though there were also brief returns to

glacial conditions (for example, between ca. 13,000 and 11,500 years ago).

After ca. 11,500 years ago, climates have remained, for the most part, typ-

ical of the warm periods between ice ages known as interglacials, though

there have been occasional periods of warmer or cooler weather. All of

recorded human history has taken place within the Holocene interglacial.

As climates warmed, the ice sheets covering much of North America,

northern Europe and Scandinavia, and eastern Siberia thinned and retreated.

As the ice melted, sea levels rose, drowning coastal regions in much of the

world. The change was most dramatic in northern latitudes, where lands

freed from the weight of the great ice sheets literally floated upward.

Climatic changes transformed landscapes and vegetation. 3 Regions of

desert and tundra contracted, while forests expanded. In Eurasia and North

America, forests migrated into what had been the cold steppes of the Ice

Ages, creating some of the largest forested zones in the world. Birch and

pine migrated fastest and farthest, followed by deciduous species such as

hazel, elm, and oak. In warmer regions of Africa and South America, where

forests had largely disappeared, they returned to create tropical forests al-

most as extensive as the temperate forests of northern latitudes. Where

forests spread, they displaced steppe species, such as the herds of mammoth,

bison, and horses that had grazed the Ice Age steppes of Eurasia and North

America. In place of those animals, they brought species such as boar, deer,

and rabbit, together with a whole range of new plant foods such as nuts,

berries, seeds, fruit, and fungi. For humans, these species were more difficult

to exploit than the large herbivores hunted in northern latitudes during the

ice ages. But in some regions these smaller prey species flourished in huge

numbers as climates warmed, and their sheer quantity made them more
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attractive. Between 10,000 and 5500 bp, increased humidity turned what is

now the Sahara Desert into a lush region of lakes and woodlands, whose in-

habitants have left astonishing rock paintings of lifeways that are incon-

ceivable in the dry Sahara of today.

While plants and animals had to adapt to climatic change, so did human
beings. But they adapted in different ways in different parts of the world;

thus human societies became more diverse during the Holocene.

Three Worlds

As sea levels rose early in the Holocene, the land bridges between Siberia

and Alaska, Japan and China, Britain and Europe, and Australia, Papua New
Guinea, and Tasmania were all drowned. Indonesia, a southern peninsula of

Asia during the Ice Age, became an island archipelago, and the gap between

Indonesia, Australia, and Papua New Guinea widened. With humans now
settled throughout the world, this severing of ancient links threatened to

divide humans into separate populations with separate histories. As Robert

Wright nicely puts it: "The Old World and the New World were now two

distinct petri dishes for cultural evolution." 4

The separation was at no time complete. The arrival of the dingo in Aus-

tralia perhaps 4,000 years ago, or of Indonesian trepang fishers in recent

centuries, proves that Australia was never totally cut off from Indonesia and

Asia. And Papua New Guinea certainly had contacts with Austronesian mi-

grants to Indonesia from ca. 1600 bce onward. 5 The narrowness of the gap

across the Bering Straits and the brief settlement by Vikings of a colony in

Newfoundland show that the Americas were never totally cut off from Eura-

sia. Moreover, the presence of South American sweet potatoes in Polynesia

demonstrates that there must have been some contact between the Amer-
icas and the various communities that settled the Pacific during the past 3,000

years. Nevertheless, these contacts were so limited that it makes sense to

think of human history during much of the Holocene era as taking place

within three distinct world zones, with the addition of a fourth—the Pacific

zone—in the past 4,000 years. 6 The major world zones of the Holocene were

the Afro-Eurasian zone, which includes Africa and the entire Eurasian land-

mass, as well as offshore islands such as Britain and Japan; the Americas,

from Alaska to Tierra del Fuego, as well as offshore islands such as those of

the Caribbean; Australia and Papua New Guinea; and from ca. 4,000 years

ago, the island societies of the Pacific (see maps 8.1 and 8.2).

Within each of these world zones, it was possible, in principle at least, for

ideas, influences, technologies, languages, and even some goods to travel from

one end to the other. There was always indirect contact between Papua New
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Guinea and Australia across the island chain of the Torres Strait. Within

Australia, prestige goods such as pearl shells from the northwest traveled

in relays across much of the continent, while "baler shells" from Cape York

in the far northeast were made into ornaments that were used in rituals and

sorcery as far away as southern Australia and the deserts of western Aus-

tralia.
7 The islands of Polynesia and Micronesia were settled in a series of

linked migrations by communities whose similarities are apparent in lan-

guage and in the archaeological remains of the so-called Lapita cultures.
8 In

Afro-Eurasia, the Sahara was a region of steppe and savanna land until ca.

4,000 years ago, and thus sub-Saharan Africa was not as separate from the

rest of the region as it has been since then. Technologies of pastoralism orig-

inated in both Inner Eurasia and Saharan Africa; from there they spread

through the Eurasian steppes and to eastern Siberia in one direction and

to the Middle East and East Africa in another. Indo-European languages

spread to Sinkiang, India, and western Europe; Afro-Asiatic languages spread

through much of Africa and also into the Middle East; and Turkic languages

spread from Mongolia to Anatolia. In the Americas, early migrants trav-

eled, generation by generation, from Alaska to Tierra del Fuego, creating,

as the linguist Joseph Greenberg has shown, a coherent linguistic zone em-

bracing all of South America and most of North America as well.
9

It will be helpful to think of each of these regions as a separate world

zone during much of the Holocene, because doing so can help us distinguish

between universal and regional trends. There are astonishing parallels be-

tween the histories of these worlds, but there are also striking and impor-

tant differences. Intensification of some kind occurred in all world zones,

and the steady growth of human adaptive capacity that was already evident

in the Paleolithic era continued right around the globe. But the pace of change

varied, and so did the nature of the adaptations that emerged in each zone.

Explaining both the similarities and the differences between these different

histories will be a central task of the next three chapters. 10

WHAT IS AGRICULTURE?

Of all forms of intensification in the early Holocene era, agriculture is by

far the most important. But what is agriculture?

Like the fire stick "farmers" discussed in the previous chapter, agricul-

turalists systematically groom the environment to favor those plant and an-

imal species they find most useful. But agriculture raises productivity to a

particular degree, by grooming so intense that it eventually transforms fa-

vored species through an early form of artificial selection. It depends on the

early form of genetic engineering known as domestication.
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Domestication

Domestication is a symbiotic process in which one species, instead of just

preying on another, protects the second species and encourages its repro-

duction, so as to create a more reliable source of food. We have seen that

this pattern of co-evolution, leading from predation to symbiosis, is com-
mon in evolutionary history, and there is a good Darwinian logic to it. Be-

cause excessively brutal predation may kill off the prey species, the most
effective predators (both large and small) are those that take their prey se-

lectively, and even try to ensure the prey's survival as a species. Both species

benefit from such a relationship. While the predator gains more control over

an important food source, the prey species finds a protector happy to ensure

its survival and reproduction—at a price. Sheep and maize would not be as

abundant as they are if humans had not domesticated them. Domestication

occurs among many different species. There are, for example, species of ants

that treat aphids more or less like domestic cattle, in return for honeydew.

With their antennae they stroke the captive aphids to stimulate the pro-

duction of honeydew. In return for their honeydew, the ants take care of the

aphids and ensure their successful reproduction .

11

No sharp dividing line exists between predation and domestication. But
in tight symbiotic relationships, both species change, behaviorally or genet-

ically, until a point is reached at which one or both can no longer survive

without the other. In human history, the genetic changes have occurred prin-

cipally in the domesticated species. Humans have also changed genetically

—

for example, some have acquired an increased capacity to digest the raw milk

of domesticated animals. But the most significant human adaptations have

been behavioral and cultural. The greater speed of cultural change explains

why symbioses with humans developed much faster than symbiotic rela-

tions between nonhumans.

Domestication describes that stage of the symbiosis at which at least one
of the partners cannot survive on its own. In the case of agriculture, this

means that domesticates can no longer survive or reproduce without hu-

man support, while many human communities can no longer live without

their preferred domesticates. Domesticated sheep are too slow and stupid to

survive in the wild, and modern maize, or Indian corn, cannot reproduce

without human help, as its seeds cannot scatter freely.

12 In a recent account

of agricultural origins, Bruce Smith defines domestication as "the human
creation of a new form of plant or animal—one that is identifiably differ-

ent from its wild ancestors and extant wild relatives.
" 13 The creation of new

species of animals begins when humans start controlling how their animals
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reproduce and cut them off from contact with wild populations. With do-

mesticated plants, it begins with harvesting, planting, and weeding, for these

practices remove domesticates from genetic contact with neighboring pop-

ulations and give them an artificial head start over their "wild" cousins. In

both cases, human intervention places a barrier between the wild and the

domesticated species. This encourages rapid genetic changes in a manner
similar to allopatric speciation, though here it is humans, rather than mi-

grations or geographical changes, that have created the genetic barriers be-

tween populations of the same species.

Once humans start separating a population from its wild relatives, it can

evolve rapidly.

14 Certain changes are familiar to archaeologists. Domesti-

cated seed plants often have tight clusters of seeds that are more firmly at-

tached to the stem than those in wild varieties, because humans find it eas-

iest to collect (and therefore to replant) thick concentrations of seeds;

moreover, isolated seeds or those loosely attached to the stem are likely to

fall off during harvesting, so they are unlikely to be replanted. Domesti-

cated plants also tend to develop large seeds with thin skins, for similar rea-

sons. Where plants are planted closely together and competition for sun-

light is fierce, those seedlings that sprout first are most likely to survive;

and these are likely to have thin skins and larger internal food stores, which

give them an edge over their rivals. The fattest, fruitiest, and earliest sprout-

ing plants are also more likely to be selected by humans for replanting. So,

when looking for evidence of domestication, paleobotanists look for seeds

that are larger and have thinner skins than the wild varieties, that are held

together in clusters, and that are more tightly held to the stem by a strong

rachis (i.e., connecting axis). Domesticated animals undergo analogous

changes, though these are usually harder to detect in the archaeological

record. Decreasing size is a common marker, whether caused by deliberate

selection for more docile, manageable beasts or by poorer nutrition under

conditions of domestication. Different herd composition is another marker.

Often, females outnumber males in domestic herds, because males are culled

early. The old are also more likely to be culled in domestic herds.

Agriculture is not a synonym for domestication. Many societies have

adopted limited forms of domestication, either of plants or animals, with-

out becoming dependent on them and without becoming sedentary. And
while pastoralists are as dependent on domesticates as are agriculturalists,

they rely principally on animal rather than plant domesticates. In addition,

pastoralists, like foragers, are often nomadic. In contrast, agriculturists nor-

mally exploit both domesticated plants and animals, and most are seden-

tary. Though agriculturalists may still hunt and fish, the subsistence basis
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of their communities comes from their domesticates. Finally, plant domes-

ticates are usually more important than animal domesticates in agricultural

societies. This is a consequence of the basic ecological rule that organisms

lowest on the food chain transmit the energy of sunlight most efficiently.

At each step in the food chain, about 90 percent of that energy is lost; thus,

human lifeways depending mainly on plant-based foods can normally sup-

port larger population densities than lifeways (such as pastoralism) depen-

dent mainly on animal-based foods. So plant domesticates account for most

of the demographic dynamism of the agricultural revolution.

As table 8.2 shows, the domestication of different species of plants and

animals continued throughout the Holocene, and occurred, apparently quite

independently, in several different parts of the world. However, these figures

simply reflect the earliest evidence of domestication. The step from domes-

tication to lifeways based mainly on agriculture was rapid in some areas

(such as Southwest Asia, central Asia, and China) but slower elsewhere

—

particularly in the Americas, where there is a gap of several thousand years

between the earliest signs of domestication and the earliest evidence of life-

ways based mainly on agriculture.

Chronology and Geography of Early Domestication

Additional research may push the dates recorded in table 8.2 farther back

in time, perhaps by centuries, in some cases by millennia. Researchers may

also identify other centers of domestication that have been missed so far.

Likely candidates may appear in the tropics, particularly in Papua New

Guinea and Indonesia, and in the Amazonian rain forests (where the main

crops were manioc, potato, arid peanut). In parts of Papua New Guinea, taro

was probably being cultivated some 9,000 years ago; by 5,000 to 6,000 years

ago, true agriculture was supporting permanent villages in forest clearings

throughout the country, using indigenous (or perhaps imported) species of

taro and yams as staples.
15

Writing more than a century ago, Francis Galton suggested that the first

steps to domestication involved a sort of ecological "audition." Humans

probably "auditioned" numerous prey species, but many failed their try-

out because they lacked some crucial quality necessary to make them viable

domesticates. The failures included deer (which proved too skittish) as well

as acorns and hazelnuts (which proved less nutritious and harder to store

than domesticated cereals and legumes, though both continued to be used

as famine foods). The first species successfully domesticated by humans was

probably the wolf. Wolves were domesticated late in the Upper Paleolithic,
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TABLE 8.2. FIRST RECORDED EVIDENCE OF DOMESTICATES

Date (1000 Southwest Central/

years bp) Asia East Asia Africa Americas

13-12 dog

12-11 dog, goat, sheep

11-10 emmer/einkorn

wheat, barley,

pea and lentil,

P'g

10-9 rye, cattle bottle gourd, squash

9-8 flax chili pepper, avocado,

beans

8-7 foxtail millet. maize, llama/alpaca

bottle gourd,

dog

7-6 date palm, vine water chestnut. finger millet

common millet,

mulberry, rice,

water buffalo

6-5 olive, donkey horse, cattle oil palm. cotton

(zebu), onion sorghum

5-4 melon, leek, camel (Bactrian) yam ?, cowpea peanut, sweet potato

walnut

4-3 camel garlic cat, pearl guinea pig, manioc

(dromedary) millet

3-2 potato, turkey

2-1 pineapple, tobacco

source: Adapted from Neil Roberts, The Holocene: An Environmental History, 2nd ed. (Oxford:
Blackwell, 1998), p. 136.

and all breeds of modern domestic dogs are descended from these early do-

mesticates .

16 But domesticated wolves did not have the transformative im-

pact of later domesticated species, for instead of offering an alternative to

foraging lifeways, they were used to help with the hunt.

The "Neolithic revolution" really begins with the domestication of a

small number of seed plants. The earliest evidence for this change comes

from Southwest Asia, along the narrow corridor linking Africa and Eura-
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sia into the largest premodern exchange network on Earth. It is probably

no accident that agriculture appeared first within the largest and oldest world

zone, that of Afro-Eurasia. Nor is it an accident that it occurred in the cor-

ridor linking two very different regions, for "hub" regions of this kind (see

chapter 10 for a fuller discussion) were clearinghouses for ecological infor-

mation accumulated over huge areas. Another hub region, in Mesoamer-

ica, linked North and South America; and here, too, agriculture appeared

early.

The earliest agrarian sites in Afro-Eurasia are concentrated in a region

known to archaeologists as the Fertile Crescent. This is an arc of mainly high

land that runs northward through parts of modern Israel, Jordan, and

Lebanon, then curves eastward along the border between Turkey and Syria

before turning south along the Zagros Mountains on the Iraq-Iran border.

Between 11,000 and 9000 bp, at least eight different species of plants were

domesticated in this region. They include lentils, peas, chickpeas, bitter vetch,

flax, and the cereals—emmer wheat, einkorn wheat, and barley. The three

cereal crops all seem to have been domesticated in the region near Jericho,

between 1 1,500 and 10,700 bp, probably by communities that had once har-

vested them in the wild. 17 Within these few centuries, all three cereals un-

derwent the changes usually associated with domestication. They developed

larger seeds and a tough stalk holding the seeds to the stem.

Sheep and goats were probably domesticated in the north of the Fertile

Crescent by communities that had previously hunted them. However, on

the whole, animals seem to have been domesticated slightly later than plants.

Indeed, the presence of crops that could be used as fodder may have been a

prerequisite for animal domestication in many areas. Pigs were domesti-

cated in the north of the Fertile Crescent, along the modern border between

Turkey and Syria. 18 Unlike sheep and goats, they compete with humans for

food, which may be why they were domesticated later. Cattle were also

domesticated later than sheep and goats. The earliest certain remains of do-

mesticated cattle date to about 9300 bp .

19 The delay may be because their

wild ancestor, the aurochs, was a dangerous beast. (We know this because

wild aurochs survived until three centuries ago: the last was drawn in Poland

in the early seventeenth century ce.) However, like sheep and goats, au-

rochs were also gregarious. This meant it was possible to control whole herds

by taming or supplanting their leaders. 20 In cattle, as in sheep and goats,

domestication soon led to genetic changes as animals with undesirable char-

acteristics such as skittishness or aggression (or even intelligence!) were

culled.

China was a second area of early domestication. Recent research has
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shown that it occurred earlier there than was once thought. Rice was prob-

ably domesticated in southern China along the Yangtze River, about 9,500

to 8,800 years ago, by foragers who had previously harvested wild rice. Mil-

let was domesticated along the Yellow River in northern China by 8,000

years ago. Pigs may have been domesticated independently in the north. By

the eighth millennium bp, both the millet-based systems of northern China

and the rice-based systems of southern China were well established.

A third wave of domestication occurred between 6000 and 4000 bp.

African forms of millet and sorghum were domesticated south of the Sa-

hara beginning at least 4,000 years ago, and maybe considerably earlier. The

different conditions, and the appearance of domesticates quite distinct from

those of the Fertile Crescent, suggest that domestication in sub-Saharan

Africa was little influenced by what had happened in Southwest Asia.

Recent research suggests that in the Americas, domestication occurred

later than was once believed. Nowhere is there now firm evidence of thor-

oughgoing domestication before about 5500 bp. This is the date of the ear-

liest sample of domesticated maize found so far, from the Tehuacan Valley

of Mesoamerica, southeast of modern Mexico City. Maize is descended from

a wild species known as teosinte; together with beans and varieties of

squash, it was to become the most important of all American plant domes-

ticates. South America was the only region of the Americas in which ani-

mal domesticates played a significant role. Here, guinea pigs, llamas, and

alpacas were domesticated at least by ca. 4000 bp, at about the same time

as quinoa and potatoes. Animal domesticates were less important in the

Americas, because the most promising potential domesticates, including

horses and camels, had become extinct there at the end of the last ice age,

probably because of human overpredation. Indeed, it is possible that the

long gap in American prehistory before early forms of domestication and

settled agriculture can be explained in part by the small number of poten-

tial animal domesticates that survived the first wave of human migrations

to the region. 21

Domestication also occurred in the third world zone, in Papua New
Guinea. Here, it occurred early, but its impact was more limited than in the

other world zones.

Once it had appeared, agriculture did not sweep all before it. Indeed, from

a modern perspective, what is striking about the period covered in this chap-

ter is how slowly agriculture spread. Though some communities began to

depend primarily on their domesticates and became true agriculturalists,

many others preserved their traditional foraging lifeways while adopting

one or two domesticates as supplements. In Papua New Guinea, populations
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of farmers coexisted with neighboring foragers until modern times. In the

Americas, the slowness with which domestication spread is most apparent

in the communities of eastern North America that domesticated sunflowers

and gourds. Here, the lack of suitable potential domesticates may explain agri-

culture's slow progress. Although agricultural lifeways were well developed

to their south by the time they began to plant and cultivate local domesti-

cates, about 4,000 years ago, hunting and gathering remained important for

almost another 3,000 years, because the local domesticates could not supply

a complete nutritional package. When Mexican maize arrived ca. 1,800 years

ago, it did not flourish. Not until the introduction about 1,100 years ago of

new strains of maize that could cope with the northern winters, as well as

Mexican beans and squash, did agriculture take off in this region. 22

In northeastern Africa, along the Nile, the suite of domesticated animals

and plants typical of the Fertile Crescent appeared after 9000 bp (of these,

only barley was indigenous to Egypt), but it took several thousand years

before agricultural villages spread widely. In Europe, domestication spread

from the Fertile Crescent to the Balkans and the Mediterranean coast of Italy

and France beginning about 9,000 years ago. From there it spread north into

temperate zones with distinctive climates and ecologies, where methods of

domestication had to be modified before they could succeed. At one time, it

seemed possible to trace a clear "wave of advance" of agriculture through

Europe between 6,000 and 8,000 years ago. However, more detailed studies

have shown that though domestication did spread through Europe, its

progress was slower and less triumphal than had first appeared. Agrarian

communities settled particularly in regions of easily worked loess soils. But

elsewhere, especially in the northwest and northeast of the subcontinent,

they had only a limited impact for several millennia. Instead, local com-

munities of foragers often adopted some agrarian techniques and maintained

trading relations with agrarian communities, without themselves becom-

ing true farmers. Domestication and the agrarian lifeways associated with

it remained merely options or supplements to foraging lifeways; in many

parts of the Neolithic world, foragers and agriculturalists were linked in re-

gional networks of exchange.

Similar patterns can be seen in other areas that were influenced but not

dominated by agriculture during the early agrarian era, from Russia west

of the Urals to central Asia and northern Mexico.

THE ORIGINS OF AGRICULTURE

How can we explain the transition to agriculture? 23

It may seem that the question is easy to answer. Processes of collective
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learning ensured that human communities would continue to explore ways

of extracting resources from their environment, and eventually they were

bound to stumble on agriculture. Besides, agriculture was so much more pro-

ductive than most foraging lifeways that it is tempting to suppose that once

it had been "invented," it was bound to spread fast. The earliest attempts

to explain the Neolithic revolution did indeed make these assumptions, see-

ing agriculture as an invention that spread from a single epicenter because

of its inherent superiority to all other human adaptations.

However, research in the twentieth century revealed two significant prob-

lems with such explanations. First, as we have seen, agriculture did not in

fact spread from a single center. Instead, it appeared, apparently indepen-

dently, in many different regions of the world, in all three world zones. How
can we explain the near-simultaneity of these changes in parts of the world

that seem to have had no contact with each other? As Mark Cohen has

stressed, "The most striking fact about early agriculture, ... is precisely that

it is such a universal event." 24

Second, we can no longer assume that communities of foragers were

bound to adopt agriculture once they learned about it. Indeed, we are no

longer so confident that the appearance of agriculture can automatically be

regarded as a sign of progress. To be sure, agriculture can support larger pop-

ulations than foraging lifeways, and thus in the long run agricultural com-

munities are likely to outcompete foraging communities when the two life-

ways come into conflict. But it is also clear that many foraging communities

have resisted adopting agricultural practices even when they knew about

them. As members of a foraging community in the Kalahari Desert told a

modern researcher, why would one want to work as a farmer when there

are so many mongongo nuts available to eat? In the far north of Australia,

particularly in Cape York, Aboriginal populations knew about farming, be-

cause islanders to their north practiced it. But they chose not to adopt it. In

Russia and Ukraine, too, foragers and farmers coexisted, perhaps for several

thousand years after farmers entered the region some 6,000 to 7,000 years

ago. 25 Foragers saw agriculture as an option, but not an inevitability.

And their conservatism may have been perfectly rational. Evidence from

skeletal remains shows that early agriculture bred new forms of disease and

new forms of stress.
26 Farmers have less varied diets than foragers in warm

climates, so they are more subject to periodic shortages; foragers can more

easily switch to alternative sources of food. Famine is a paradoxical by-prod-

uct of the agricultural revolution. Farming communities are also more sub-

ject to diseases carried by the rats, mice, bacteria, and viruses that flourish

in moderately large sedentary communities. Even more important, genetic



224 THE HOLOCENE

comparisons of modern disease bacteria suggest that in Afro-Eurasia, where

livestock were domesticated, disease bacteria spread easily from herd ani-

mals such as cattle, chickens, and pigs to humans. The diseases exploited the

fact that humans, too, became herd animals once they settled down to farm

in village communities. 27 The most successful strains, and the ones that sur-

vived longest to become endemic, were those—including smallpox and flu

—

that infected their human hosts without killing them. A further sign of de-

clining health in early agrarian communities may be that Neolithic skeletons

seem to be shorter, on average, than those of Stone Age foraging societies;

moreover, there is no evidence that life expectancies rose or infant mortal-

ity declined with the appearance of early forms of farming. 28 In both types

of society, no more than 50 percent of all children born could expect to reach

adulthood; those who did generally had a life expectancy of no more than

about 25 to 30 years, though some individuals may have lived into their 50s

and 60s.
29 All in all, it seems that the appearance of agriculture did more to

depress standards of human welfare than to raise them. John Coatsworth

writes: "Bioarchaeologists have linked the agricultural transition to a sig-

nificant decline in nutrition and to increases in disease, mortality, overwork,

and violence in areas where skeletal remains make it possible to compare

human welfare before and after the change."30

Any adequate account of the origins of agriculture must explain both the

chronology of early agriculture and the reasons why communities of for-

agers took up agricultural lifeways despite their apparent drawbacks. Why
would one prefer a lifeway based on the painful cultivation, collection, and

preparation of a small variety of grass seeds, when it was so much easier to

gather plants or animals that were more varied, larger, and easier to prepare ?

Explanatory "Prime Movers" in the Neolithic Revolution

Modern attempts to explain the Neolithic revolution date from the 1920s.

The Russian geneticist N. I. Vavilov studied modern relatives of domesti-

cated plants in the belief that the areas of their greatest genetic variety would

prove to be where they originated, and probably where they were first cul-

tivated. He identified eight likely "hearth areas" for early agriculture. Va-

vilov's list of hearth areas resembles modern lists of this kind, and the prin-

ciple that studies of modern plants can tell us a lot about the early history

of domesticates underpins the modern science of paleobotany. V. Gordon

Childe argued that climatic change may have created "oases" of dense set-

tlement whose inhabitants were forced to intensify their production meth-

ods in order to survive. In its general form, the position still has some plau-

sibility, though the details of his original argument no longer stand. Robert
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Braidwood undertook the first systematic archaeological investigations of

early agriculture in Iraq, studying two villages, Karim Shahir and Jarmo:

the first was occupied by foragers, the second by agriculturalists. And
Richard MacNeish pioneered the study of early agriculture in the Ameri-

cas in a series of expeditions, begun in the late 1940s, that were devoted to

the early history of maize. 31

Since these pioneering studies, an immense amount of research on the

origins of agriculture has been undertaken. It is now reasonably clear what

the main components are, but we do not yet know exactly how they are in-

terwoven. The main factors include climatic change; various forms of in-

tensification among foragers; population growth, which in some regions

forced communities of foragers to exploit smaller territories and use them
more intensively; increasing exchanges between communities; and, finally,

the availability of potential domesticates. Any explanation must include

some combination of these elements. The following account combines the

insights of several closely related models and data from several different re-

gions, though it best fits what we know of Mesopotamia and the Fertile Cres-

cent. It argues that there were several distinct stages in the evolution of agri-

culture, which occurred, with minor modifications, in all regions of early

domestication. 32

As the reader will see, the simplified account offered here is different from

the triumphalist accounts of the early twentieth century. Instead, like the

story in Genesis, it describes a temptation, a fall, and an expulsion.

Cultural Preadaptations and Ecological Know-How Most Upper Paleo-

lithic communities knew many of the things that farmers need to know.

Technologically, they were preadapted for agriculture. We assume this is so

because modern foraging communities must have a sophisticated under-

standing of the plants and animals in their environment. They know the

conditions under which favored species flourish, and they know how to nur-

ture and encourage those species they favor—for example, by removing

weeds or other rivals. Most small-scale societies understand that plants grow
from seeds or cuttings, and that human activities can stimulate or inhibit

growth. 33 Donald O. Henry has described the ecological know-how of Pa-

leolithic peoples as one of the "necessary" conditions for the appearance of

agriculture.34

It is also certain that significant forms of intensification appeared among
foragers who had little or no contact with agriculture. Such communities

are often referred to by anthropologists as "affluent foragers." The previ-

ous chapter has already described the astonishing mammoth-hunting cul-
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Figure 8.3. Intensification in Australia: eel traps. An eel pot and trap sketched by

G. A. Robinson in western Victoria, 1841, showing [top] the "front of a yeroec or

weir" with "eel pot or arrabine," set into the holes in the weir; [center] "lingeer

or stick for placing eels upon"; and [bottom] "arrabine or eel pot made of plaited

rushes." From Josephine Flood,- Archaeology of the Dreamtime (Sydney: Collins,

1983), p. 206: after George Augustus Robinson's 1841 journal, courtesy of the

Mitchell Library, Sydney.

tures of late Paleolithic Ukraine and mentioned the dense populations of

southern France, which lived by harvesting the large stocks of game and fish

just south of the European ice sheets. Wherever we see foraging commu-

nities becoming more sedentary, we know they are using more intensive

technologies, because to stay in one place for long periods they have to use

its resources more intensively. But intensification of this kind becomes much

more apparent early in the millennia after the end of the last ice age. In some

form, intensification appears in all three world zones, and in all three it led

to some degree of sedentism (i.e., the practice of establishing a permanent

or semipermanent settlement). It is important to insist on this point, as it
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Figure 8.4. Intensification in Australia: stone houses. More than 140 stone

structures have been found by Lake Condah, Victoria. From Josephine Flood,

Archaeology of the Dreamtime (Sydney: Collins, 1983), p. 207; artist's impression

by David White, Age 29.1.81.

is often thought that some parts of the world simply stagnated after agri-

culture had originated in a few favored regions.

In Australia there is now plenty of evidence of intensification, particu-

larly in the past 5,000 years. Intensification enabled populations to increase,

and in some areas it led to sedentism. Stone tools become much more var-

ied during this period. New, smaller, and more finely made stone tools ap-

pear in many parts of Australia, including small points in Central Australia

that may have been used as spear tips (there is no evidence of bows and ar-

rows in Australia). Some stone points were so beautifully made that they

were treated as ritual objects and traded over hundreds of miles. Elsewhere,

backed blades were made, probably to be set in rows in weapons such as the

terrifying "death spears," whose serrated edges ensured that the wounds
they inflicted were almost always fatal.

35 The dingo, a semidomesticated dog,

appeared about 4,000 years ago, and as it is closest to modern species of In-

dian dogs, it probably came from across the Indian Ocean rather than from
Indonesia. 36
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New techniques meant new ways of extracting resources. In the Aus-

tralian state of Victoria, elaborate eel traps were built, in some cases incor-

porating canals up to 300 meters long (see figure 8.3). Josephine Flood de-

scribes them:

Traps were built across the stone races and canals; nets or eel pots were

set in apertures in the stone walls, which were often constructed in a

V-shape. The eel pots were made from strips of bark or plaited rushes

with a willow hoop at the mouth. The tapered shape allowed men

standing behind the weirs to grab the eels as they emerged through

the narrow end of the pot. The fishermen killed the eels by biting

them on the back of the head. 37

So many eels could be stored and harvested in these traps that they attracted

substantial and relatively permanent settlements (see figure 8.4). The sur-

vival of clusters of low stone huts (in one case, up to 146 at a single site)

confirms the reports of early European visitors that there were Aboriginal

villages in the area.
38 These communities lived off the many local species of

game, from emu to kangaroos, as well as local vegetable foods such as daisy

yam tubers, ferns, and convolvuluses.

In coastal regions of Australia, shell fishhooks were an innovation that

gave access to new sources of food and enabled population growth. Some

communities began to harvest plants such as yam, fruits, and grains in ways

that suggest an incipient agriculture. The techniques for harvesting yams

used then (and today) encouraged regrowth; fruit seeds were deliberately

planted in refuse heaps to create fruit groves. In some of the more arid areas

of Central Australia, European travelers observed communities harvesting

wild millet with stone knives and storing it in large hayricks. Grindstones

used on seeds have been found dating back as far as 15,000 years in some

regions, demonstrating that these practices were very old.
34

Similar changes occurred in many parts of the world toward the end of

the Paleolithic and early in the Holocene. In Mesoamerica, there are signs

from as early as 9,000 to 10,000 years ago of the intensive exploitation of

several species that would later become agricultural staples, including early

forms of maize, beans, and squashes. Some coastal communities in Meso-

america enjoyed such abundant marine resources that they became largely

sedentary from perhaps 5,000 years ago.40 In the Baltic region of north-

western Eurasia, signs of intensification also appear soon after the end of

the last ice age. Brian Fagan notes:

The Mesolithic peoples who lived along the shores of the newly

emerging Baltic Sea developed an astonishing range of fish spears,

nets, harpoons, and traps, many of them preserved in waterlogged
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sites. Spears and arrows were tipped with tiny stone, bone, or antler

barbs. Ground-edged tools were used for woodworking and processing

forest plants. Large canoes, some of them dugouts hollowed from tree

trunks, were in evidence.41

These were stable and largely sedentary communities of affluent foragers.

They relied on hunting, fishing, and the collecting of plant foods. Some Baltic

settlements were huge. Archaeologists have found year-round sites in

which as many as 100 people may have lived. Some of these sites were oc-

cupied continuously from ca. 3000 to 1500 bce .

42

Early evidence of affluent foragers has also been found along the Nile

valley, in southern Egypt and Sudan. Near Aswan, 18,000 years ago, com-

munities hunted large game, fished (which presumably meant they were

reasonably sedentary), and also ground flour from wild grasses; at a nearby

site, dated to ca. 15,000 years ago, there are stone blades covered with a sheen

that indicates they were used for harvesting wild grains.43 But the best-

known affluent foragers of this era are the Natufian communities that ap-

peared about 14,000 bp along the eastern Mediterranean coast in parts of

modern Israel, Jordan, Lebanon, and Syria and survived for more than 2,000

years. Sediment cores have shown that the Natufian community of Ain Mal-

laha, which flourished ca. 13,000 years ago in the upper Jordan valley, had

access to wild cereals and acorns, as well as lakeside resources such as fish,

turtle, shellfish, and lake birds, which they caught using nets and hooks.44

Natufian communities also hunted gazelle. With such abundant resources

available nearby, they began to settle down in villages that were often six

or seven times as large as any earlier settlements in the region, containing

up to 150 people.

In all these areas, communities of foragers were pioneering new tech-

niques, some of which involved more careful tending of plant and animal

resources. Occasionally, these new techniques allowed entire communities

to become more or less sedentary. These changes mark important steps on

the path to agriculture.

As human technologies changed, they began to affect nearby species, par-

ticularly those exploited most intensively. For example, foragers might bring

favored plant species back to base camps where, over several years, their seeds

would form stands of plants ready for consumption by later generations of

foragers. Such practices can exert powerful selective pressures, for it is ob-

vious that over time, those fruit that taste best are most likely to be seeded

around human campsites, while wild populations may remain less "tasty."45

Over time, such intense manipulation of particular plant populations can

lead to significant genetic changes.
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Genetic Preadaptations and Potential Domesticates Some species were

more amenable to selective manipulation than others. Indeed, some potential

domesticates appear in retrospect to have been preadapted for domestication.

And this fact constitutes the second "necessary condition" for agriculture

listed by Henry. Further, as Vavilov argued, the distribution of these potential

domesticates offers a useful explanation for the geography and the "style"

of domestication in different regions. Of the many wild species auditioned

by humans as potential domesticates, few passed the test, and in some areas

none did. Indeed, the availability or nonavailability of nutritious and easily

domesticable plants and animals may have been a crucial determinant of the

geography of early agriculture, and therefore a crucial determinant of much

later human history.

46 Of several hundred thousand plant species, only a

few hundred have been domesticated successfully, and most of these are of

marginal importance when compared to the dozen major crops that provide

most of the world's food today.

The qualities humans sought in potential domesticates were hardiness,

nutritional value, adaptability, and the ability to breed under varying con-

ditions. Animals had to be sociable; able to live and breed in large, compact

herds; and characterized by social hierarchies that predisposed them to fol-

low leaders, whether animal or human. The nature of the available domes-

ticates may also help explain the chronology of early domestication. Jared

Diamond has argued persuasively that the potential domesticates available

in the Fertile Crescent were unusually varied, attractive, and easy to do-

mesticate and that those features go a long way toward explaining why agri-

culture appeared first in this region. The ease of domestication of the re-

gion's main cereal crops can be demonstrated by the remarkably small

change they have undergone from their wild state; wild barleys and wheats

were abundant, nutritious, and easy to harvest and grow. In contrast, the

domestication of maize was much trickier; teosinte had to be trained for sev-

eral millennia before it could support large populations. 4
' The lack of po-

tential animal domesticates after the megafaunal extinctions of the early

Holocene era also slowed the adoption of agriculture in Mesoamerica.

There, only the dog and turkey were domesticated, and neither was as valu-

able as the main animal domesticates of the Fertile Crescent. The paucity of

animal domesticates deprived American farmers of traction power, manure,

and a rich source of protein. In Papua New Guinea, too, the nutritional lim-

itations of local domesticates such as taro, which contains little protein, less-

ened the demographic impact of agriculture and restricted its spread.

The existence of potential domesticates and of much relevant ecological

knowledge constitutes crucial preconditions for agriculture. But these fac-
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tors cannot explain the timing or the motivation for the transition to fully

developed agriculture.

Climatic Change, Population Pressure, and Exchanges Given that agri-

culture emerged in several widely separated parts of the world within the
relatively short span of a few millennia, it is tempting to look for global

mechanisms that might have triggered change in different locations. Two
possible triggers are climatic change and population pressure.

The climatic changes at the end of the last ice age were erratic and un-
predictable. However, their most general effect was to raise average tem-
peratures. Whatever their precise direction and nature, these changes must
have stimulated cultural as well as genetic shifts throughout the world. As
climates and environments altered, human communities had to experiment
with new foods and new techniques. This was particularly true in areas such
as the Eurasian steppes, where a combination of overhunting and global

warming drove traditional prey species such as mammoth out of the lands
they had once inhabited.

Climatic change also transformed environments. In some regions, warm-
ing climates increased the availability of both plant and animal foods.

Henry argues that potential plant domesticates may have been rare before
the end of the last ice age, pointing out that under colder conditions, ances-
tral forms of rice, cereals, and maize would have been isolated and confined
to lowland regions. However, with the spread of warmer and wetter climates,

they became more abundant and spread to upland regions. There, milder
conditions encouraged them to produce seeds over a longer period, which
made them more valuable for humans. This argument finds most support
in the Fertile Crescent, where the spread of cereals can be traced by pollen
studies. But it seems likely that the warmer, wetter conditions of the early
Holocene increased the range and number of warmth-loving plants such as

cereals in many parts of the world. Abundance was particularly great in re-

gions with good supplies of water from rivers, lakes, or marshes, while regions
with varied ecologies produced an increasing variety of plant and animal
foods. In southeastern Turkey, as an experiment conducted by Jack Harlan
showed in the 1970s, it was possible even under modern conditions, and in

only three weeks, to harvest enough wild grain to support a family for an
entire year. Increasing abundance of nutritious plant foods may in turn have
attracted herbivores. And eventually, such "gardens of Eden" would have
attracted humans, too. Where resources were particularly abundant, forag-
ing communities may have become more settled, thereby perhaps taking a

crucial step toward agriculture.
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The second global factor is harder to identify in the archaeological record

but equally hard to exclude from any account of agricultural origins: popu-

lation pressure. The argument that population growth, far from being lim-

ited by available technologies (the familiar Malthusian argument), may cre-

ate pressure for technological change in agriculture has been developed in

the work of Ester Boserup, but Mark Cohen has done the most to explore

its possibilities as an explanation for the origins of agriculture. His argu-

ment, essentially, is that population pressures encouraged individuals and

groups to move to less densely settled regions. The eventual result was that

population pressure by the early Holocene was so evenly distributed "that

groups throughout the world would be forced to adopt agriculture within a

few thousand years of one another."48 There are several reasons to think

that population pressures grew at the end of the last ice age, particularly in

the Afro-Eurasian zone. The settlement of harsh environments such as tun-

dra regions, a decline in the hunting of large animals (as many were hunted

to extinction), and the increased use of smaller packets of food, such as

shellfish and seeds, all hint at gentle population pressure. So does the in-

creasing number of habitation sites.
49 But most important of all, we have

seen already that humans had occupied all the earth's habitable continents

by the beginning of the Holocene era, thereby eliminating any easy op-

portunities for further extensification. Given the foraging technologies of

the Paleolithic, human populations in much of the world were already press-

ing at the limits of the earth's carrying capacity. Paul Bairoch observes, "Ac-

cording to the estimates of Hassan, the optimum carrying capacity of the

world under hunting and gathering is some 8.6 million (5.6 million in trop-

ical grasslands and only 0.5 million in temperate grasslands)." 50

In particular regions, climatic change may have exaggerated these pres-

sures, for as global temperatures rose, so did sea levels. In areas such as the

Persian Gulf, this change undoubtedly forced coastal foragers to encroach

on the territories of their neighbors. (One of the difficulties of testing this

hypothesis is that most of the relevant sites are now under water.) The ge-

ography of Paleolithic migrations also highlights the existence of a few bot-

tlenecks where population densities may have been exceptionally high. These

were regions through which many peoples had to pass if they were to move

to other lands. The region between Mesopotamia and the Nile was certainly

such a region. By Paleolithic standards, it had relatively dense populations

from as early as 80,000 or 90,000 years ago. Mesoamerica may constitute

another such bottleneck, and so, probably, did the narrow stretch of habit-

able lands to the west of the Andes. It is harder to see whether such argu-

ments can be applied to the Yellow or Yangtze valleys in China, but it may
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be that even there, localized abundance created bottlenecks that forced com-
munities of foragers to live within ever smaller territories.

A third factor, closely linked to population growth, may also have en-

couraged sedentism: an increase in interregional exchanges. In foraging com-
munities, the practice of gathering temporarily for the exchange of goods,

rituals, and people in marriage has been widely documented. Foragers gath-

ered where they could intensify food production, at least for a few weeks.

Here is one description of such meetings, taken from the memoirs of a nine-

teenth-century British pastoralist in the Australian state of Victoria:

At the periodical great meetings trading is carried on by the exchange
of articles peculiar to distant parts of the country. A favourite place of
meeting for the purpose of barter is a hill called Noorat, near Terang.
In that locality the forest kangaroos are plentiful, and the skins of
the young ones found there are considered superior to all others for

making rugs. The Aborigines from the Geelong district bring the best
stones for making axes, and a kind of wattle gum celebrated for its

adhesiveness. This Geelong gum is so useful in fixing the handles of
stone axes and the splinters of flint in spears, and for cementing the
joints of bark buckets, that it is carried in large lumps all over the
Western District. Greenstone for axes is obtained also from a quarry
on Spring Creek, near Goodwood; and sandstone for grinding them
is got from the salt creek near Lake Boloke. Obsidian or volcanic glass,

for scraping and polishing weapons, is found near Dunkeld Marine
shells . . . and freshwater mussel shells, are also the articles of

exchange. 51

Andrew Sherratt has suggested that exchanges of valued goods between
foraging communities may have encouraged dense and perhaps even long-

term settlement at the hubs of regional networks of exchange. Such ex-

changes were particularly intense in the early Holocene along the Levan-
tine corridor, between Anatolia and the Red Sea; they might have stimulated

communities already exploiting natural stands of cereals on well-watered

highlands to try encouraging their growth in lowland regions crossed by
flourishing "trade" routes. Indeed, he points out that in the 1960s, Jane Ja-

cobs argued that large settlements such as Jericho may have appeared first,

at points where exchanges were most intense; simple forms of agriculture

may have emerged to support already existing settlements, with small vil-

lages appearing later.
52 Of course, the same exchanges would have also en-

couraged swapping of the ecological techniques needed for early types of

farming.

In some regions, therefore, localized abundance, gentle population pres-

sure, and increased exchanges may have conspired to encourage sedentism.
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Sedentary communities had appeared even during the Upper Paleolithic; but

in the absence of domestication, these experiments led to no permanent or

widespread changes in technologies or lifeways. However, at the end of the

last ice age, the presence of more abundant potential domesticates, and per-

haps of increasing population pressure, ensured that such experiments would
prove more common, more significant, and more lasting. The Natufian cul-

tures of the Middle East offer a good example of these processes.

Population Growth, Intensification, and Specialization Sedentism is not

the same as agriculture, but it was probably a vital, unplanned step toward

agriculture. In the Middle East, Natufian populations grew rapidly, and Na-
tufian villages fissioned and spread throughout the eastern Levant after

14,000 bp. Population growth was almost certainly caused by sedentism,

even if it was also, in some regions, a cause of sedentism. As the previous

chapter showed, mobile communities of foragers have good reasons to limit

population growth. But if they settle down, those limits to population

growth can be relaxed. Babies do not need to be carried so much; grain-based

diets (particularly if foods are cooked) make it possible to wean children

earlier; birth intervals will shorten; and females will reach puberty earlier.

All these factors would have accelerated population growth in less mobile

communities.

Sedentism also tended to transform both the technologies of sedentary

foragers and the genetic nature of the plants and animals on which they fed.

Increased dependence on a small number of abundant and easily harvested

food sources reduced people's familiarity with the wide range of species and

techniques they had used when more nomadic. This was a Neolithic form
of "de-skilling." But the same processes would also have increased special-

ized knowledge of particular favored species. Sedentary communities would
have learned much more about the life cycles, diseases, and patterns of

growth of the small number of species closest to their settlements. This lore

would have added greatly to the already substantial ecological knowledge
that foragers had of the life cycles of their prey species, and of how to pro-

tect and propagate them efficiently. The careful tending of these species

would also have encouraged genetic changes that favored domestication, as

poorer specimens were rejected. Finally, the clearance of land for permanent

buildings would have created ideal conditions in which hardy species could

thrive, particularly if humans used them regularly so that their seeds accu-

mulated around human settlements.

Over time, sedentary communities of foragers would have found that

their own numbers increased, that their knowledge of particular prey
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species increased, and that these same species began to change in ways that

made them more and more useful.

The Trap of Sedentism As the populations of sedentary communities

increased, and as they became more dependent on a narrowing range of fa-

vored species and more skilled at raising the productivity of these species,

both the possibility and the desirability of returning to nomadic lifeways

diminished. This is a pattern we can describe as the trap of sedentism. Within

just a few generations, sedentary foraging communities may have found that

they had become committed to a sedentary lifeway as they lost ancient skills,

and as population growth reduced the territories available to each commu-
nity. As a Neolithic Malthus could have predicted, eventually population

growth was bound to outstrip the abundant natural resources that had en-

couraged sedentism in the first place. Alternatively, periods of local climatic

deterioration may have reduced the amount of naturally occurring food-

stuffs available. In either case, after a few generations of sedentism, com-
munities would have found themselves pressing at the ecological limits of

regions whose resources had seemed abundant when they had first settled

down. At this point, if the option of returning to more nomadic lifeways

was no longer available (because neighboring regions were also overpopu-

lated) or no longer seemed attractive (because the sedentary lifestyle had

begun to seem normal), communities had little choice but to intensify fur-

ther, putting more effort into raising the productivity of a few favored

species.

This decision constituted the final step to fully developed forms of agri-

culture. These processes are clearest of all in evidence from Mesopotamia.

Natufian communities suffered as climates deteriorated between 13,000 and

11,500 bp. There are signs of growing nutritional deficiencies, of increased

female infanticide, and of increasing differences of rank, all of which may
be responses to resource crises.

53 Some communities in the Fertile Crescent,

particularly in more arid regions, responded by returning to more mobile

lifeways. But in regions with abundant water supplies and surviving stands

of wild cereals, some communities began to intensify production of partic-

ular foodstuffs, such as cereals. The crucial step was to plant seeds in soil

cleared of other plants. Analogies with modern foraging societies and also

with horticultural societies, in which women appear to do most of the agri-

cultural work, suggest that it may have been women who pioneered these

techniques, while men concentrated on hunting and other activities that took

them away from their home villages. 54 At first, deliberate cultivation may
have been a purely defensive step designed to aid survival in deteriorating
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conditions, for after 13,000 bp Natufian population levels seem to have de-

clined sharply. However, it clearly worked, for there soon appeared com-
munities that depended more and more on the use of domesticated species,

first of plants and then animals. Many communities continued to treat do-

mestication as a limited supplement to traditional foraging lifeways—but

some did not. For them, domestication provided the basis for an entirely new
lifeway.

The first true agricultural villages appeared in Southwest Asia only after

ca. 10,500 bp. The village of Abu Hureyra, near the border between mod-
ern Turkey and Syria, illustrates how rapid this transition could be.

55 At
about 10,500 bp a village was established here; its pit dwellings were made
with reed roofs and wooden uprights. Their occupants used wild grains but

also hunted gazelles. The gazelles would arrive regularly each spring, they

were killed in large numbers, and their meat was stored. Thus these com-
munities stored both meat and grains. They may have deliberately planted

some grains, and perhaps they penned wild game such as gazelles. Agricul-

ture and livestock herding then developed quite rapidly during several hun-

dred years after ca. 10,500 bp. The population of the village grew to about

300 to 400 people. About 9,700 years ago, a new village appeared that cov-

ered a larger area; its inhabitants still depended on gazelle. But by ca. 9,000

years ago, in a rapid transition lasting perhaps only a century, they had be-

come agriculturalists, with substantial herds of domesticated sheep and goats

and with crops of cereals and pulses. They built simple rectangular houses

from mud brick, with narrow lanes and courtyards. 56 By this time, similar

villages had appeared in many parts of the Fertile Crescent (see map 8.3).

A General Explanation for Agricultural Origins?

This sequence—preadaptation; then increased sedentism encouraged by cli-

matic changes, gentle population pressure, and increased exchanges; then

intensification and further population growth, leading finally to fully com-
mitted agriculture—fits the Fertile Crescent quite well. But does it apply to

other regions of early agriculture?

It used to be thought that domestication preceded sedentism in the Amer-
icas. This may well be true, in the sense that nomadic or seminomadic com-
munities may have played a crucial role in the early stages of the domesti-

cation of crops such as maize. But recent revisions of the date of domestication

in the Americas suggest that here, too, sedentism may have been crucial to

the emergence of forms of agriculture that could lead to more fundamental

transformations. Chinese data are too scanty to offer firm conclusions, but

the same sequence seems perfectly possible there as well, and the same is true
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of early agriculture in sub-Saharan Africa. 57 In the best recent survey of the

problem, Bruce Smith argues that

in many regions of the world, experiments leading to seed plant do-
mestication and, eventually, agriculture were carried out in a common
set of conditions. The experimenters were hunter-gatherer [forager]

societies that had settled by lakes, marshes, or rivers—locales so rich

in wild resources that these societies could establish permanent settle-

ments and rely to a considerable extent on local plant and animal com-
munities. Thus a sedentary way of life, supported by the plentiful

resources of an aquatic zone, seems to have been an important element
in early experiments with domestication. 58

EARLY AGRARIAN LIFEWAYS

How did people live in the earliest agrarian communities? To answer this

question we must break with the strict chronology of this chapter, because

early agrarian era societies were not confined to the period between 11,500
and 4,000 bp. In some regions, such as the highlands of Papua New Guinea,
they survived well into the twentieth century; in many regions, including

much of the Americas, semisedentary communities survived until just a cen-

tury or two ago. 59 But the question is of great importance, as communities
of independent farmers have been so widespread and have endured for so

long that their lifeways and histories constitute an important though ne-
glected chapter of human history.

Technologies: Horticulture, Not Agriculture

Technologies of the early agrarian era were different from those we asso-

ciate with agriculture today. For this reason, it is common to refer to them
as horticulture. By and large, these techniques were less productive than later

technologies, and this may be one reason why the health of early agricul-

tural communities was poorer in some respects than in most foraging com-
munities. By horticulture, modern anthropologists mean technologies of

plant cultivation that do not use plows or draft animals. In such societies,

the main agricultural implement is little more than a sort of hoe or digging

stick, used to plant seeds and to clear away weeds that might compete for

nutrients from the soil.

Horticultural societies have survived in many regions of the world to the

present day. Some regions and some crops may be better adapted to such
technologies than to modern forms of plow agriculture, but horticulture is

normally less productive. Digging sticks cannot turn over tough top soils,

so horticulture can be practiced only in areas with fertile, easily worked soils,
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such as loesses. Besides, horticulturalists often do without the fertilizer pro-

vided by domestic animals. These limitations help explain why early forms

of agriculture failed to spread into many regions that were farmed inten-

sively in the later agrarian era. In areas such as modern Ukraine, early hor-

ticulturalists farmed lands on river terraces with loess soils, leaving upland

regions between the rivers to nomadic foragers. Most early horticultural-

ists also continued to hunt and gather. Indeed, hunting, gathering, and fishing

have remained important aspects of horticultural and agricultural lifeways

to the present day.

Village Communities

The earliest agrarian era communities consisted of independent farming vil-

lages. Each constituted a largely self-sufficient society. Beyond them, there

were no higher authorities, no states or regional chiefs, though networks of

exchange (which were sometimes quite extensive) did exercise an imper-

sonal influence on most communities.

Like villages of the Papua New Guinean highlands early in the twenti-

eth century, early agrarian era villages varied greatly in size, from twenty

to forty households up to several thousand. Some of these villages might

have appeared to us as small towns. Permanent settlements appear to favor

a different architecture from the temporary settlements of more mobile com-

munities. Whereas communities of nomads tend to consist of circular

"humpies" or windbreaks, the buildings in villages are made to last, and usu-

ally this means that they are square or rectangular. (However, in northern

China, well-built round houses survived for a long time. Their remains can

still be seen in the village of Pan-po outside Xian.) More permanent dwellings

required a clarification of family arrangements, for they sharply pose the

question, Who lives with whom? Thus, house sizes and designs suggest that

the nuclear family may have acquired a sharper definition within these vil-

lages. There may also have emerged a clearer sense of "property," both of

the individual household and of the village as a whole (see figure 8.5). When
defensive walls appear in some regions, toward the end of the early agrar-

ian era, we can be sure that villagers have begun to acquire a strong sense

of family and village property.

The groups who lived in early agrarian era villages were larger than the

families and bands that dominate the Old Stone Age. Kinship certainly re-

mained the main principle that organized these communities before the ap-

pearance of large-scale chiefdoms and states. However, the nature of kin-

ship thinking must have changed to accommodate the larger, more tightly

organized and more permanent communities of these farming villages. Nu-
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Figure 8.5. Early agricultural villages from Ukraine. Reconstruction of Kolo-
miyshchina village, from the fourth millennium bce. From Marija Gimbutas,
The Civilization of the Goddess: The World of Old Europe, ed. Joan Marler (San
Francisco: Harper and Row, 1991), p. 106.

clear families had to clarify their relations with each other and with the vil-

lage as a whole, which meant creating more elaborate notions of kinship of

a kind familiar to modern students of village societies. This is why it is rea-

sonable to assume that the main social structures of the early agrarian era

were similar to those that Elman Service has described as "tribes," as opposed

to the much simpler "bands," which rarely included more than fifty people,

and usually far fewer.

60 Because tribes may contain hundreds of people, they

need more elaborate ways of classifying the relationships between individ-

uals and households. Often a sense of unity is maintained by assuming that

everyone is descended from the same ancestor.

Hierarchies or Equality?

Though individuals in most nomadic foraging communities may be ranked

clearly by gender and age, and there may well exist personal hierarchies

besides, in most other respects foraging societies have to be egalitarian. As
long as they are nomadic, they cannot create stored surpluses that could

generate significant distinctions in wealth. Agriculture required regular

storage of surpluses, and sustained much larger communities. It thereby

created the preconditions for a concentration of wealth and the appearance

of new forms of inequality. Indeed, there are signs that inequalities began

to appear as soon as foragers became more sedentary. Early Natufian com-
munities may have consisted simply of small numbers of related families.

However, as Natufian communities grew in size, more complex relation-

ships began to emerge as the problems of managing village activities and
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controlling village conflicts became more complicated. The main problem

sedentary communities face is that individuals can no longer easily deal

with conflicts by just moving on or joining other groups. Agriculture ties

individuals and whole groups much more firmly to a particular piece of

land, and it therefore forces them on occasion to act collectively. For this

and other reasons, larger communities find it necessary, for some purposes,

to choose leaders. And choosing leaders inevitably means some form of hi-

erarchy. Even in some Natufian burials, archaeologists have detected dif-

ferences between a minority of individuals buried with ornamental objects,

who were presumably of higher status, and a majority buried less grandly.

The fact that even children are sometimes buried in grander style suggests

that high rank could be inherited, so there may have existed a system of

ranked lineages.

Similar pressures operated in all early agricultural villages. Yet during

the early agrarian era, there were limits to how far such inequalities could

go. Particularly in regions where agriculture was new and there was little

competition for resources, communities remained quite egalitarian. In the

early stages of the Tripolye culture in Ukraine, for example, houses do not

vary greatly in size, and the objects they contain do not suggest great vari-

ations in wealth. It is evidence of this kind that led the Lithuanian-born

American archaeologist Marija Gimbutas to argue that the entire early

agrarian era may have been a period of relative equality between men and

women and between different families .

61 There probably existed a clear di-

vision of labor by gender. In most farming communities, having children

was essential for the survival of family units; and in worlds with high rates

of infant mortality but without contraception or bottle-feeding, this meant

that the lives of women were dominated by the bearing and rearing of chil-

dren. But there is no reason to assume that such differences in gender roles

necessarily implied systematic forms of gender inequality.

Relations with Other Societies

As we have seen, early agrarian era communities coexisted with foraging

communities. They also traded with other agrarian communities. The large

networks of exchange in the early Neolithic thus linked communities liv-

ing in very different ways. The evidence for extensive systems of exchange

is clearest from the Middle East—particularly from Anatolia, where the early

town of (j’atal EKiyiik traded in obsidian, a volcanic glass used for making

sharp blades.

Undoubtedly these contacts included conflict and raiding, and early

agrarian societies may have engaged in semiritualized struggles of various
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kinds in which there were occasional casualties (as there are in the modern

ritualized conflicts we call "sports"). But it is unlikely that such conflicts

were highly organized or regular enough to be regarded as warfare. Most

early agrarian era communities do not have large caches of weapons. Nor

do they have fortifications as a matter of course. Even in Jericho, the oldest-

known farming village, the walls, which were once believed to have been

fortifications, are now thought to have been an early form of flood control.

AGRICULTURAL IMPACTS

With the appearance of farming, there began a fundamental change in the

relation between humans and the natural world. Already in the Paleolithic

era, human activity affected other organisms. But when humans engaged

in agriculture for the first time, they began to remake the nonliving envi-

ronment as well—its soils, rivers, and landscapes—to create new environ-

ments tailored specifically to their own needs .

62 Agriculture means altering

natural processes in ways that benefit humans, so it means interfering in

natural ecological cycles. By removing unwanted species (weeding), agri-

culturalists deliberately create artificial landscapes in which processes of suc-

cession, which might have returned the land to its previous state, are pre-

vented. The land is deliberately kept free of many species, and therefore is

maintained below its natural productivity level. In return, the productivity

of those species favored by humans is increased, as they are given extra ac-

cess to nutrients, water, and sunlight. But reducing plant cover also increases

the rate of erosion, because plants hold soil together through their roots,

create humus that binds soils together, and reduce the size and kinetic en-

ergy of raindrops as they hit the ground .

63 And erosion, together with in-

tense cultivation of a small number of crops, can accelerate nutrient cycles,

forcing humans to start deliberately maintaining soil fertility, whether by

adding manure or ashes, by rotating crops, or by letting the land recuper-

ate in fallow periods. Humans also continued to remake the organisms

around them, not just by genetic engineering of domestic crops and animals

but also by hunting down animals (such as wolves) that threatened them

or their domesticates.

As humans began to reshape their environments in ways that suited them

better, they may have experienced a growing sense of separation between

the "natural" and "human" worlds. The sense of community between hu-

mans and their environment, which is still apparent in modern foraging

communities, probably diminished in agricultural communities. It would

have been replaced by a sense of alienation—a sense that the natural world

was at best indifferent to humans, and at worst positively hostile.
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However, in the early Holocene era, these changes affected only small

parts of the world, and early agrarian technologies had a limited effect on

the natural environment. 64 Only when agricultural techniques began to

spread more widely did the human impact on the natural world become more

significant.

SUMMARY

The end of the last ice age marks a fundamental turning point in human
history. With the advent of agriculture, human societies began to acquire

the demographic and technological dynamism that has driven historical

change in recent millennia. Agriculture appeared in several different parts

of the world in the millennia after the end of the last ice age. Explaining

why communities of foragers took up agriculture is not easy, but the main

steps seem reasonably clear. Most of the skills needed were already present

in foraging societies. Present as well were a number of plant and animal

species that were preadapted for domestication. Climatic changes spurred

experimentation with new technologies and created new regions of abun-

dance that encouraged sedentism, while sedentism, in its turn, encouraged

local population growth. Eventually, as populations grew, sedentary com-

munities had to either resume more traditional nomadic lifeways or inten-

sify even further. Those that chose the second path created the first truly

agricultural societies.

However, the advantages of early agricultural technologies were not so

great that they spread rapidly or automatically. Instead, early agrarian era

communities expanded slowly, as migrants colonized those areas suitable

for the era's forms of horticulture. For many millennia, agrarian commu-
nities coexisted with neighboring populations of foragers. Most of the early

agrarian era was therefore characterized by slow population growth (by

modern standards), limited conflict, and limited ecological impacts. The early

agrarian era was a relatively peaceful world of small village communities

living among other communities that continued to practice foraging life-

ways similar to those of the Upper Paleolithic. Historians have largely ne-

glected this period of human history, so it is important to remember that it

lasted as long as the subsequent era, which was dominated by the emer-

gence of cities, states, and empires.

FURTHER READING

Bruce Smith, The Emergence ofAgriculture (1995), and John Mears, "Agri-

cultural Origins in Global Perspective" (2001), are good recent surveys of
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in early Mesopotamian agriculture, while Richard MacNeish, The Origins

of Agriculture and Settled Life (1992), offers a detailed survey of agricul-

tural origins in the Americas. General surveys of lifeways in this period can

be found in Goran Burenhult, ed., The Illustrated History of Mankind (5

vols., 1993-94), and Robert Wenke, Patterns in Prehistory (3rd ed., 1990);

Marija Gimbutas's The Civilization of the Goddess (1991) offers a contro-

versial account of early agrarian lifeways and gender relations, some of

whose implications are summarized in Margaret Ehrenberg, Women in Pre-

history (1989). Neil Roberts, The Holocene (1998); Clive Ponting, A Green

History of the World (1992); and I. G. Simmons, Changing the Face of the

Earth (1996) discuss some of the ecological implications of early forms of

agriculture. Andrew Sherratt's "Reviving the Grand Narrative" (1995) ar-

gues for the importance of exchange networks in the origins of agriculture

and in historical evolution in general. John Mulvaney and Johan Kamminga,

Prehistory of Australia (1999), and Josephine Flood, Archaeology of the

Dreamtime (1983), offer authoritative introductions to the history of Aus-

tralia during the early Holocene.
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FROM POWER OVER NATURE TO POWER OVER PEOPLE

CITIES, STATES, AND "CIVILIZATIONS"

SOCIAL COMPLEXITY

In the early universe, gravity took hold of clouds of atoms, and sculpted them

into stars and galaxies. In the era described in this chapter, we will see how,

by a sort of social gravity, cities and states were sculpted from scattered com-

munities of farmers. As farming populations gathered in larger and denser

communities, interactions between different groups increased and the so-

cial pressure rose until, in a striking parallel with star formation, new struc-

tures suddenly appeared, together with a new level of complexity. Like stars,

cities and states reorganize and energize the smaller objects within their

gravitational field.

The urbanized, state-organized, and often warring communities that were

the products of these changes have been the main focus of modern histori-

ography. So it has been all too easy for historians to forget how different

these communities were from the small-scale and relatively nonhierarchical

societies of the Paleolithic and the early agrarian eras. In fact, most of hu-

man history (chronologically speaking) has taken place in communities

quite innocent of state power. Even in the villages of the early agrarian era,

for most people, most of the time, the important relationships were per-

sonal, local, and fairly egalitarian. Most households were self-sufficient, and

people dealt with each other as people rather than as the representatives

of institutions.

Then, about 5,000 years ago, the first states appeared. Small city-states

existed in southern Mesopotamia by ca. 3200 bce (see map 9.1). By 3100

bce a state had appeared in Egypt, where a regional official (named Menes

or Narmer) united north and south into a single kingdom and founded the
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first Egyptian dynasty. States also appeared in other regions of rising pop-

ulation density—in northern India and China by ca. 2000 bce, and in

Mesoamerica by 1000 bce (see map 9.2). The appearance of the first states

marks a critical transition from personal relations to impersonal power, and

from power over things to power over people. 1 The world of hierarchy, power,

and states is the one we know today. It is a world in which the wealth and

power of individuals and communities can vary tremendously, according to

their birth, their gender, and the ethnic group to which they belong. Marvin

Harris describes the change as the end of equality.

For the first time there appeared on earth kings, dictators, high priests,

emperors, prime ministers, presidents, governors, mayors, generals, ad-

mirals, police chiefs, judges, lawyers, and jailers, along with dungeons,

jails, penitentiaries, and concentration camps. Under the tutelage of the

state, human beings learned for the first time how to bow, grovel, kneel,

and kowtow. In many ways the rise of the state was the descent of the

world from freedom to slavery. 2

States were normally embedded within larger regions that included other

states and their hinterlands. I will describe such regions as agrarian civi-

lizations. Civilization is often taken as a synonym for progress, but that is

not the sense in which the word is used here. Though there are clear dif-

ferences between agrarian civilizations and other types of human commu-

nity, I make no judgments about the intrinsic worth of any particular type

of society. I define agrarian civilizations as large societies based on agricul-

ture, with states and all that that implies (literacy, warfare, etc.). The term

agrarian civilization may seem self-contradictory, for we associate civiliza-

tion (a term derived from civis, the Latin word meaning "citizen") with states

and particularly their cities. But the adjective agrarian reminds us that all

premodern cities depended on rural hinterlands at the city's edge or in more

distant villages.

It will help to think of the emergence of cities and states, like the evolu-

tion of multicellular organisms, as a process that linked once independent

entities into larger unities. Figure 9.1 offers a simplified way of thinking

about some of the main stages in this process (and see table 9.1).
3 The tran-

sition discussed in this chapter can be thought of as a shift from level 4 to

level 5, while agrarian civilizations in general are normally organized at lev-

els 5 and 6.

How can we explain this fundamental transition? Increasing population

density in farming regions provided the demographic and physical raw ma-

terials used to construct the first cities and states, and increasing congestion

provided much of the motivation for creating states.
4 But did local com-
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TABLE 9.1. SCALES OF SOCIAL ORGANIZATION

Level Type and Scale of Social Structure Size (populations)

7 The Modern Global System: embraces all world

societies in hierarchy of influence, wealth, power

6 billion+

6 World Systems and Empires: embrace large regions

linked culturally, economically, and sometimes

politically

100,000s to millions

5 States/Nations/Cities!Supratribal Associations:

large, economically and militarily powerful

systems, with state or near-state structures

l,000s-100,000s+

4 Cultures/Tribes/Towns and Surrounding Villages:

linked reproductive groups, sometimes with

single leadership, e.g., "big men" or "chiefs"

500-l,000s

3 Reproductive Groups/Clusters of Villages:

related local groups whose members often

intermarry, and who share a loose sense of

kinship and culture

50-500 people

2 Local or Subsistence Groups/Villages/Bands/

Camping Groups: several parental groups

that travel or live close together

8-50 people

1 Parental or Family Groups: mother and children,

often with father, sharing a dwelling

2-8 people

munities willingly join together, or were they pushed together? The answer

is probably a bit of both.

"Top-down" theories highlight the element of coercion, seeing states as

institutions imposed on majorities by privileged and powerful minorities.

This approach is common in Marxist theories of the state, which view states

primarily as mechanisms for exploitation. While some individuals (mainly

farmers) continued to extract resources from the natural world, as their an-

cestors had done before them, a new layer of rulers now appeared; they be-

gan to extract resources from their fellow humans by manipulating large

networks of influence, wealth, and power. Human society became the

"niche" in which elites foraged for the resources they needed. Society be-

came multilayered, with a base level of those who exploited nature (the pri-

mary producers) and upper layers of those who exploited those who ex-

ploited nature. These changes created a new "food chain" within human
society, and the emerging division of interests between elites and those they
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7. Modern global

world system

(6 billion people)

I

~

6. World systems/

empires

(100,000-many millions people)

I

6. World systems/

empires

5. States/nations/

supratribal alliances

(1,000- 100,000s people)
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_
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3. Reproductive

groups

n_
3. Reproductive
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(8-50 people)
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groups
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Figure 9.1. Scales of social organization. A highly schematic attempt to capture

the significant differences in scale of human social organization.

exploited is undoubtedly part of the explanation for the emergence of com-

plex social structures.

But exploitation, like symbiosis, is never simple or unambiguous. Like

predation in the nonhuman world, it can take more or less brutal forms.

Lynn Margulis and Dorion Sagan observe, "In the long run, the most vi-

cious predators, like the most dread disease-causing microbes, bring about

their own ruin by killing their victims. Restrained predation—the attack

that doesn't quite kill or does kill only slowly—is a recurring theme in evo-

lution ." 5 Within relationships of restrained predation, both partners may
gain something, and exploitation may be softened by shared interests. In

early states, including those of Mesopotamia, China, and Mesoamerica, ex-

ploitation could take extraordinarily brutal forms, including large-scale hu-

man sacrifices. But just as disease viruses often evolve less virulent strains

that can exploit their prey without killing them, so human rulers eventu-

ally learned to protect the farmers they exploited (much as farmers pro-

tected their own herds of livestock). In this way, primary producers could
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become as dependent on the elites that ruled them as the elites were on

primary producers. William McNeill has described these new relationships

as a form of parasitism: "Disease germs are the most important micropar-

asites humans have to deal with. Our only significant macroparasites are

other men who, by specializing in violence, are able to secure a living with-

out themselves producing the food and other commodities they con-

sume." 6 Both elites and those they exploited had to adapt to the new, mul-

tilayered "ecology" that was emerging within human society, for the new

structures transformed the intimate, ancient structures of village, house-

hold, and family.

"Bottom-up" theories of state formation stress that as societies become

more complex, people find that they need state-like structures to survive.

This process provides some striking analogies with the nonhuman world.

Transitions to greater social complexity have occurred in the histories of

many species, though not, apparently, among our closest relatives, the great

apes. We have seen how single cells combined,, first in loose structures such

as stromatolites or sponges and eventually within multicelled organisms

such as ourselves, in which there is a division of labor between different cells,

each depending on the smooth functioning of the entire community. Mul-

ticelled organisms can also combine into larger communities. Some, like

herds of antelope, are large but simple; others can be very complicated. Many
species of social insects, such as ants, termites, and bees, live in dense com-

munities, whose members are utterly dependent on the larger whole. Their

environment (as in modern cities) consists mainly of other members of their

own species and the structures they create. In the most complex communi-

ties, such as termite mounds, individuals become rigidly specialized, and spe-

cial forms of communication and coordination are required if the commu-

nity is to function effectively. Individuals communicate by sight, by touch,

and by exchanging chemicals known as pheromones. Special routines evolve

to deal with congestion, pollution, and conflicts between individuals. And
hierarchies appear.

To us, these communities can look surprisingly like states, with their own

caste systems and with their own methods of controlling and disciplining

individuals. This is why human researchers find it so natural to talk of "queen

bees" or "worker ants." As Lewis Thomas has written, ants "are so much

like human beings as to be an embarrassment. They farm fungi, raise aphids

as livestock, launch armies for wars, use chemical sprays to alarm and con-

fuse their enemies, capture slaves. The families of weaver ants engage in child

labor, holding their larvae like shuttles to spin out the threads that sew the
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leaves together for their fungus gardens. They exchange information cease-

lessly. They do everything but watch television ." 7 The parallels are indeed

eerie, and they lend credibility to bottom-up theories of state formation.

These see states as the solutions to problems experienced by all members

of dense, congested communities. Humans also found that as they lived in

larger and more complicated communities, they had to divide up tasks and

knowledge; this development required new forms of communication, such

as calendars to help people schedule their activities, or writing to help track

the obligations and possessions of individuals. Individuals became more de-

pendent on the group as a whole, and the group had to be organized in new

ways as individuals swapped skills and resources. Yet as they began to co-

ordinate the energies and skills of millions of individuals, these larger com-

munities acquired an ecological power that no individual could match,

though all stood to benefit from it in varying degrees. So the logic of state

formation among humans parallels similar processes among the social in-

sects. The major difference, just as we saw when examining the appearance

of agriculture, is that humans adapted culturally while insects evolved ge-

netically. This explains why the transition to social complexity could occur

so much faster among humans.

Any attempt to explain state power will have to combine top-down and

bottom-up theories, for they are in fact complementary. The rest of this chap-

ter will attempt a systematic explanation of the emergence of state power,

by which I mean the concentration, in the hands of a few people, of sub-

stantial control over considerable human and material resources. This for-

mulation leaves plenty of room for argument (over the word substantial,

for example), but it helps focus attention on two crucial preconditions for

large power structures. The first is the appearance of large accumulations of

human, material, and intellectual resources; the second is the appearance of

new ways of managing and controlling these resources.

INTENSIFICATION: NEW WAVS OE EXTRACTING RESOURCES FROM THE NATURAL WORLD

Shifting to new levels of complexity meant tapping and managing new en-

ergy sources. The new energy sources were generated by more intensive

technologies (the theme of the first half of this chapter) . Constructing social

structures that could manage these huge energy flows without breaking

down was a complex task that eventually generated the coordinating mecha-

nisms we know as states (the theme of the second half of this chapter).

Transitions to new levels of complexity often depend on positive feed-

back mechanisms—cycles in which one change encourages another, which

stimulates a third, which magnifies the first, and so on around the circle.
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Figure 9.2. Agriculture and population growth:

a positive feedback loop.

One of these causal chains played a fundamental role in the transition to

larger and more complex social structures. It links population growth, col-

lective learning, and technological innovation (see figure 9.2). Increasing the

size and density of human communities stimulated processes of collective

learning by increasing the size and variety of the networks within which

information and goods could be exchanged. The intellectual synergies pos-

sible within these larger networks encouraged the development of new and

more intensive technologies, which made it possible to support even larger

human communities. 8 This feedback loop accelerated rates of innovation and

growth, an outcome that helps explain why the emergence of agriculture

counts as such a significant shifting of gears in human history. The pace of

change may seem slow by modern standards, but it was fast by the stan-

dards of the Paleolithic era—and dazzling in comparison with the pace of

genetic change in the nonhuman world.

In the millennia after the appearance of agriculture, there emerged

within the Afro-Eurasian and American world zones several new technol-

ogies whose cumulative effect was to raise the productivity of technologies

based on domestication. Here I will describe three of the more important

changes, roughly in order of increasing intensification: shifting cultivation,

the "secondary products revolution," and irrigation. Table 9.2 gives a gen-

eral idea of the profound impact of different levels of intensity on food pro-
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TABLE 9.2. ENERGY INPUT AND POPULATION DENSITY OVER TIME

Energy Input

(GJ/ha)

Food Harvest

(GJ/ha)

Population Density

(Persons/km2
)

Foraging 0.001 0.003-0.006 0.01-0.9

Pastoralism 0.01 0.03-0.05 0.8-2.

7

Shifting agriculture 0.04-1.5 10.0-25 10-60

Traditional farming 0.5-2 10-35 100-950

Modern agriculture 5-60 29-100 800-2,000

source: I. G. Simmons, Environmental History:A Concise Introduction (Oxford: Blackwell,

I 993)< P- 37-

note: GJ/ha = gigajoules per hectare.

duction per hectare and on population densities, in different eras of human
history.

Shifting Cultivation

Shifting or swidden cultivation is a seminomadic form of agriculture, still

widely practiced today (mainly in forested environments). Indeed, it was

swidden cultivation that enabled early agriculturalists to move beyond the

easily worked soils preferred by the earliest farmers into forested environ-

ments, such as those of northern Eurasia. Because it normally uses fire to

clear new areas for cultivation, swidden agriculture can be thought of as an

adaptation of Paleolithic techniques of fire stick farming to the new tech-

nologies of the agricultural era .

9
It is a way of exploiting the nutrients stored

in trees. Swidden farmers often clear an area of forest by felling or girdling

the trees; they then burn the felled trees and grow crops between the re-

maining tree stumps in the highly fertile ash left behind. In Europe, early

Neolithic cultivators grew cereals in clearings made with stone axes .

10 In

newly created clearings, crops are not only nourished by the ash of felled

trees but also freed from competition with other plants, so they grow exu-

berantly. But after three or four years, the soil's fertility is usually exhausted

and it is necessary to move on. Where populations are small, entire com-
munities can move in cycles of 20 to 50 years, which may be long enough
to allow each patch of forest to regenerate between cycles. But as popula-

tions grow, the cycles inevitably shorten and the clearings become more
permanent, a process that eventually created the forest-free agrarian land-

scapes more familiar in the modern world. In this way, shifting cultivation

eventually led to massive deforestation. Overall, since the early Holocene,
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forests have declined by ca. 20 percent, from about 5 billion to 4 billion

hectares. Until recently, the decline was more marked in temperate forests

(32-35 percent) than in tropical forests (4-6 percent), but today, deforesta-

tion is most rapid in regions of tropical forest.
11

The “Secondary Products Revolution"

Shifting cultivation has been practiced in varying degrees, in all the world

zones. But the second major form of intensification occurred only in the

Afro-Eurasian zone, because it depended on new ways of exploiting domestic

livestock—and megafaunal extinctions in the Americas and Australia had

left those zones hardly any potential domesticates to exploit.

As farmers entered the temperate zones of eastern and central Europe,

they had to adapt their farming methods to colder and wetter climates. An-
drew Sherratt has argued that between about 5000 and 3000 bce, there oc-

curred several important changes in farming methods that helped solve some

of these problems. 12 He lumps these changes together under the label of the

"secondary products revolution." The new techniques created a closer sym-

biosis with domestic livestock, and thus enabled humans to exploit their live-

stock more efficiently.

In the early agrarian era, domesticated animals were used mainly as

sources of stored meat and hides. Though they had to be fed throughout

their lifetime, they were used only once, when they were slaughtered. This

inefficient method of exploitation may explain why animal domesticates

were less important than plants in most early agrarian era communities.

However, from ca. 5000 to 4000 bce, farming communities in parts of Afro-

Eurasia learned how to make good use of their animals even when they were

alive by exploiting their secondary products—in particular, their milk and

their wool. The farmers also learned to use animals as a new source of en-

ergy, particularly of traction power. Large animals such as horses, camels,

or oxen soon became the most powerful sources of widely available me-

chanical energy. This was a revolutionary change, perhaps as dramatic in its

way as the more recent fossil fuels revolution, for it provided the most

significant new form of power since humans had first learned to make ef-

fective use of fire. Draft animals can deliver 500 to 700 watts of power, while

humans, at best, can deliver about 75 watts. 13 The traction power of cattle

or horses was used to carry people, as well as to pull carts and plows.

Horse- or ox-drawn plows were particularly important; because they

could turn over soils more effectively than digging sticks, they could work

tougher soils. Greater use of livestock also increased the amounts of dung

available to maintain soil fertility. More efficient exploitation of livestock
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increased the productivity of farmers, while the increasing availability of

dung as fertilizer and of plows to turn over the soil made it possible to farm

less productive soils. Thus the new techniques enabled agriculture to spread

into regions of heavier, clayey soils, such as those of northern Europe.

These changes also made it possible for the first time to settle arid steppe-

lands, for they allowed some groups to live almost entirely off the produce

of their livestock. The secondary products revolution turned domesticated

herbivores into efficient machines for transforming grass into energy us-

able by humans, just as, much later, the Industrial Revolution would find

transformative new ways of extracting energy from coal. Pastoralists ex-

ploited the new technologies by settling the huge areas of African and

Eurasian grassland that had been too arid to farm. Because the most effec-

tive way of exploiting grasslands was to let herds graze over large areas, pas-

toralists often had to live a nomadic or seminomadic existence. So we often

think of pastoralism as intrinsically nomadic, though in fact it need not be.

Early forms of pastoralism probably appeared in the steppelands of south-

eastern Russia and western Kazakhstan about 4000 bce, but the militaris-

tic and highly nomadic horse-riding pastoralism of later millennia devel-

oped fully only in the first millennium bce, after the development of new

and improved forms of saddles. Pastoralism also evolved in Southwest Asia

and in East Africa.

The secondary products revolution was a form of extensification, inso-

far as it enabled human communities to settle regions that had previously

been almost uninhabitable. But it also counts as a form of intensification,

because it allowed denser settlement, and because the use of animal trac-

tion improved transportation networks throughout Eurasia. In the long run,

this revolution transformed communications, commerce, and warfare in the

Afro-Eurasian zone, making it possible to move goods and soldiers more

easily and rapidly over larger distances, whether in carts or chariots (from

ca. 2000 bce) or on horseback. In Eurasia, pastoralists provided the links that

drew the agrarian civilizations of China, India, and Mesopotamia into a sin-

gle, trans-Eurasian network of exchanges. This ensured that technologies,

religions, even disease immunities could be shared throughout the region.

All in all, the technologies of the secondary products revolution guaranteed

that the Afro-Eurasian zone would become the largest area of shared

knowledge on earth. 14

It has been argued that the secondary products revolution, particularly

the development of plow agriculture, may also have played a significant role

in the evolution of more hierarchical gender relations. In horticultural so-

cieties, as we have seen, women normally carry out most agricultural work.
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Yet in societies that farm with plows, the agricultural work is normally done

by men. And it has been suggested that the male "takeover" of farming was

an important step toward the emergence of less egalitarian gender relations.

According to Margaret Ehrenberg, "Anthropologists have shown that in

present-day societies a significant . . . correlation exists between plough agri-

culture and patrilineal descent and land ownership in the same way as there

is a correlation between non-plough agriculture and the heavy involvement,

and consequent enhanced status, ofwomen ." 15 Yet there are difficulties with

this theory. One is that even if men spent more time on agricultural tasks

in societies using plow agriculture, the role of women in productive and re-

productive activities remained as fundamental as ever. Another is that many
communities never transformed by the secondary products revolution, such

as farming societies in the Americas, also developed strikingly patriarchal

structures. So we should not link patriarchy too closely to the appearance

of any one lifeway or technology. As I will argue later, institutionalized pa-

triarchy probably arose alongside institutionalized hierarchies in general;

it evolved hand in hand with (and overlapped with) slavery, class, tribute

exaction, and the state.

Irrigation

Like shifting cultivation, irrigation of some kind was practiced in all world

zones, though it had its greatest impact in Afro-Eurasia and, to a lesser ex-

tent, in the Americas. In many warmer lands, there is plenty of sunlight

available for photosynthesis, but plant growth is limited by lack of rainfall.

Irrigation is a way of making the water of rivers or swamps available for

crop cultivation. It has been one of the most important of all forms of agri-

cultural intensification and remains vital today, whether in suburban gar-

dens or the great grain factories of the American Midwest. Early forms of

irrigation were often extremely simple, involving little more than the de-

liberate diversion of stream water into fields of crops by digging small chan-

nels. In areas of abundant water, such as the Euphrates Delta in southern

Mesopotamia, irrigation was often just a matter of diverting small portions

of the flow from the many small rivers that flowed into the Euphrates. Given

such techniques, farmers benefited from the region's rich alluvial soils, which

were laid down by the two great rivers, the Tigris and Euphrates. Eventu-

ally, though, as farming communities grew and as new forms of organiza-

tion appeared, irrigation works became more elaborate; large, carefully

planned networks of canals were built, using the labor of thousands of people.

In arid lands with fertile soils, such as the flatlands of Mesopotamia or the

lands along the Yellow River in China, irrigation could raise agricultural pro-
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ductivity decisively which is why irrigation has been one of the most rev-

olutionary of all technological innovations.

Irrigation was also used in many other areas. In Papua New Guinea there

is evidence of irrigation as early as 9,000 years ago. In southern China and

other parts of Southeast Asia, rice farmers developed many techniques of

terracing and irrigation to increase the productivity of their main crop. In

Mesoamerica, too, sophisticated new forms of irrigation evolved later in the

agrarian era. In the first millennium ce, Mayans drained and filled swamps
with town refuse, so as to form productive and easily worked soils that could

support rapid population growth. Improved strains of maize also raised pro-

ductivity in Mesoamerica. However, there was no secondary products rev-

olution, because of the absence of suitable large domesticates. This had a pro-

found impact on American agriculture, and it may explain many differences

in the historical trajectories of the Americas and Afro-Eurasia. 16

Other Innovations

Many other innovations also appeared in agrarian regions—in textile mak-
ing/ pottery making, building, and metallurgy, to name a few areas. The ear-

liest pottery may be from the Jomon culture in Japan and may date back to

the beginning of the Holocene era. In Mesopotamia, the earliest evidence

of pottery comes from about 6500 bce. It was used for carrying liquids and
for cooking as well as for storage of foodstuffs. Pottery was also made in

South and Central America from perhaps as early as 3000 bce. In both the

Afro-Eurasian and American world zones, pottery making was a natural de-

velopment for peoples who built homes from mud and cooked their food in

ovens or over fires. Soft metals, such as gold, silver, and copper, were worked
in many parts of the world during the early agrarian era, but they were used

mainly for ornamentation. The earliest evidence of such metalwork in

Mesopotamia comes from ca. 5500 bce; the same metals were also worked
later in the Americas. But the working of hard metals, which could be used

for weapons or tools, was a later development, because their manufacture

required higher temperatures and more efficient ovens. Hard metals were
made from alloys, such as bronze (made from copper and tin or sometimes
arsenic) or iron (which is hardest if combined with some carbon). They were
only ever made in Afro-Eurasia. That they appeared nowhere else is sur-

prising, for the skills needed to work hard metals were similar to those

needed to fire pottery. Bronze was first worked in Sumer in the fourth mil-

lennium bce, and by 2000 bce bronze was also being worked in China. Hard
irons were first produced perhaps in the Caucasus in the middle of the sec-

ond millennium bce, and spread throughout many regions of Afro-Eurasia
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in the first millennium bce; for this reason, the first millennium is often

called the Iron Age. The first true steels were probably produced in the Ro-

man Empire.

Population Growth

More productive agrarian technologies encouraged population growth. But

population growth itself counts as a form of intensification, for in the era

before fossil fuels, the energy resources available to human societies came

mostly from human or animal muscle power. More people and more cattle

thus meant that more productive power was available, wherever social struc-

tures were efficient enough to control and coordinate the activities of large

numbers of people and livestock. 17

In the Fertile Crescent, where these processes have been studied most

closely, the long-term spread of village communities can be traced in the in-

creasing number of sites. After ca. 5000 bce, villages spread from the Fer-

tile Crescent down into the flat desert lands and the marshlands along the

great rivers of the Mesopotamian plain. In the arid plains, farmers had to

make more use of river water, through simple forms of irrigation. They could

also exploit the large number of fish in the great rivers. As farming com-

munities multiplied, spread, diversified their techniques, and improved their

productivity, both the resources they produced and the populations they sup-

ported increased. As we have seen, world populations grew from perhaps 6

million to 50 million in the period between 10,000 and 5,000 years ago.

On the largest scale, the trend of accumulation is clear. But it is impor-

tant to remember that on the scale of decades or centuries, accumulation

was a chaotic and erratic process. Population densities might increase in one

region, and then decline as a result of climatic change, overworking of the

soils, or some other cause. As Robert Wenke puts it: "The whole history of

early complexity, in fact, seems to be a messy 'boom-or-bust' cycle, with

only a very general long-term over-all trend toward complexity." 18

HIERARCHY: EMERGING INEQUALITIES IN WEALTH AND POWER

More productive technologies and larger, denser communities created the

preconditions for the emergence of states.

Evidence of Emerging Ineguality

As available resources increased, societies had to face, for the first time, the

task of dealing with surpluses, whose control and distribution posed entirely

novel problems. And, surprisingly quickly, their distribution became lop-

sided, so that gradients of power and wealth appeared. Surpluses began to
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sustain populations of privileged (and mainly male) specialists: artisans,

traders, warriors, priests, scribes, and rulers.

It is worth noting how paradoxical this steepening of hierarchies is. For

the increases in productivity associated with the agrarian revolution might,

in principle, have raised the average material living standards of all mem-
bers of society. The reality was different. Unlike water, which prefers to lie

flat as it accumulates, material wealth in complex societies likes to pile it-

self up into huge pyramids. Offering some explanation for this curious but

fundamental feature of complex societies will be one of the central tasks of

this chapter. But the general principle can be stated straightaway. As popu-

lations became denser, people, like termites, found that they needed ways

of organizing and coordinating their activities. But this meant conceding

power to organizers who used that power in ways that benefited themselves

as much as (and often more than) the communities they controlled. In-

equality is what all top-down theories of state formation predict.

Archaeologists have many ways of tracking inequality. Even in the most

sophisticated early agrarian era communities—such as the Anatolian town

of C^ata I Hiiyiik, which flourished from ca. 6250 to 5400 bce, traded in ob-

sidian over wide areas, and had a population of perhaps 4,000 to 6,000

people—there is little sign of significant differences in wealth. However,

there are minor differences in the ways people are buried, and archaeolo-

gists argue that such differentiation shows one of the earliest responses to

increasing population densities: the emergence of ranked clans. As com-
munities increase in size, kinship thinking and the social mechanisms based

on it are stretched to their limits. It is impossible to think of a community
of 4,000 people as a single family. But it is possible to retain a loose sense

of kinship by assuming that all members of a community share a common
ancestor. (Whether the ancestor is mythical or real is unimportant.) Once
this happens, the symbolic logic of kinship dictates that different lineages

will trace their descent to different children of the ancestor, some to senior

children and some to junior children. And in this way, whole lineages may
be thought of as senior and junior, just as individuals within a family may be

ranked by seniority. Ranked lineages arise naturally out of the ideology of

kinship, for even in the most egalitarian kin-ordered communities, people

were often ranked within families by age and seniority. So, kinship think-

ing naturally predisposed people to accept the authority of senior members
of senior clans.

Archaeologists know there is inequality when houses vary in size and in

the value of the objects they contain. Special objects or types of clothing can

also hint at high status. Welfare and nutritional levels can also tell us much



POWER OVER NATURE/POWER OVER PEOPLE 261

about hierarchies, for elite groups were almost invariably better fed than

those they ruled. So bioarchaeologists often find differences in the height

of members of different social groups. John Coatsworth writes: "Among an-

cient Mesoamericans, ruling elites of nobles, priests, and warriors controlled

access to food, particularly scarce sources of protein In England in 1800 . .

.

the adult male members of the titled nobility stood a full five inches taller

than the population as a whole." 19

Equally suggestive is the appearance of monumental architecture. Some
large structures, such as Stonehenge, have no obvious utilitarian functions.

They may have been used as ritual centers, and perhaps as astronomical ob-

servatories. Others, such as the ziggurats and pyramids of Mesopotamia,

Egypt, or Mesoamerica, often contain burials, or perhaps palaces or temples,

all of which indicate the presence of high-status individuals. Such structures

have appeared in all societies in which states have later emerged, and in many
that did not develop state structures. The most spectacular are undoubtedly

the Egyptian pyramids, the first of which were built in the middle of the

third millennium bce. The appearance of such structures suggests that re-

ligious thinking was changing, too, as human communities became larger

and more complex. Just as ranked hierarchies appeared among humans, so

there began to appear elite gods, who required an appropriate degree of re-

spect. For, as the sociologist Emile Durkheim first suggested, our thinking

about the way the universe works often mirrors the way our own societies

work. The best way of showing respect for these more awesome and remote

gods was to build special buildings for them, buildings closer to the sky than

ordinary dwellings, where humans could pay their respects by offering

sacrifices and gifts. Where monumental architecture appears, we can be cer-

tain that there exist powerful leaders or managers, for someone has to co-

ordinate the labor of hundreds, even thousands, of people. In this way, sec-

ular and religious power often went hand in hand. Leaders hoped to inspire

awe by building such structures—awe at the power of the gods, and also at

the majesty of the priests and rulers who dealt directly with such powerful

gods and who supervised the building of their residences. Monumental ar-

chitecture is both a sign of power and an instrument of power.

In Mesopotamia, the earliest monumental structure is probably the tem-

ple of Eridu, which dates to about 5000 bce. The ziggurats of the late fourth

millennium bce were magnificent stepped structures, built with immense

amounts of labor and displaying elaborate architectural detailing. They pro-

vided an awesome setting for religious and political ceremonies. In Meso-

america, the earliest pyramids were built by the Olmec, early in the second

millennium bce. From as early as 2000 bce, spectacular burial mounds
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appeared even in less densely settled regions, including the Eurasian steppes,

where there were few towns and where most people were mobile pastoral-

ists. The huge tomb of Arzhan in Tuva, which dates from the eighth cen-

tury bce, shows how much wealth and labor powerful steppe leaders could

mobilize, often by exploiting the resources of neighboring sedentary com-

munities. The Arzhan tomb included seventy chambers arranged like the

spokes of a wheel; it contained about 160 saddle horses under a mound 120

meters wide. 20 At the center were buried a man and a woman, who wore

furs and elaborate decorations. They clearly ruled a large and powerful tribal

confederation, for subordinate princes or nobles were buried to their south,

west, and north, and some may have been sacrificed as part of the burial

rites. Monumental architecture of astonishing scale also appeared in one of

the most remote communities of all in the era of agrarian civilizations: on

Rapa Nui (Easter Island). Here, in a population of only a few thousand people,

local chiefs competed with each other in the building of huge statues.

In densely settled regions, new communities began to arrange themselves

in networks whose topology had less to do with natural features of the land

than with the existence and distribution of other settlements. This is a fa-

miliar pattern even today in densely inhabited regions. Small villages tend

to arrange themselves in roughly symmetrical patterns around larger vil-

lages that act as centers of gravity for local networks of exchange. In this

way there may emerge hierarchical networks of small villages surrounding

larger villages, which are grouped around small towns, which may be

grouped around a major city. Even smaller towns will often contain insti-

tutions not present in the villages, such as temples, warehouses, and per-

haps a priest's or a chief's residence. As a rule, then, the larger settlements,

which act as local centers of gravity, will show greater internal differentia-

tion than the surrounding villages. In Mesopotamia, there is clear evidence

for the appearance of two-tiered systems by the period of Eridu, in the fifth

millennium bce. The large towns often have populations of 1,000 to 3,000

people, and many have ceremonial platforms of some kind as well as dis-

tinct storage areas, so they may have acted as marketplaces and religious

centers.

Even more striking evidence of inequality is the appearance of large-scale

conflicts or wars. The crucial markers here are fortifications and burials with

weapons. In the Tripolye culture of Ukraine, which began as a typically egal-

itarian early agrarian era region, villages expanded after about 4000 bce,

and they appeared more often on sites that can be easily fortified. In the

Eurasian steppes, warfare reflected growing conflict between sedentary

communities of farmers and emerging communities of nomadic pastoral-
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ists. The rich pastoralist burials that appear from late in the third millen-

nium show that by this time pastoralists sometimes extorted significant

wealth from less well armed farming communities.

At the bottom of these emerging hierarchies were slaves and other de-

pendents. These men and women were treated by their masters as stores of

energy, as living batteries, as human cattle. In mechanical terms, humans
are quite efficient converters of food into energy, so human slaves were often

more valuable than animal slaves, if one could afford them .

21 The impor-

tance of human beings as a source of energy helps explain why forced la-

bor was so ubiquitous in the premodern world, just as the existence of fos-

sil fuels helps explain why human slavery has largely vanished today. Forced

labor and human slavery existed in many forms in agrarian civilizations;

and slaves or dependents occasionally rose to positions of power and wealth.

But most were used as sources of stored energy for their owners: where hu-

man labor power was as important a source of energy as oil is today, con-

trolling energy meant controlling people. To make slaves more amenable to

control, they were often separated at birth from their families. And, like do-

mestic animals, many were deliberately kept in a state of infantile depen-

dence that inflicted a sort of psychic amputation on them—they remained

like children, and their helplessness made them easier to control. Both an-

imal and human slaves could be controlled best if kept economically and psy-

chically dependent on their owners.

As emerging hierarchies also altered definitions of the social roles ofmen
and women, hierarchies began to be ordered along lines of gender as well

as of class and occupation. For the most part, elite men ended up dominat-

ing hierarchies. Why has hierarchy usually meant patriarchy ? The simplest

assumption—men were less vital than women within the household, the

basic cell of human society—may provide the best explanation. New forms

of power emerged above the level of the household as part of an increas-

ingly elaborate division of labor. Power brokers were specialists in power,

management, information collection, combat, or religion. But specialist roles

in general were more available to those whose role within the household

(the most fundamental unit of all societies) was least vital .

22 In societies with-

out contraception or bottle-feeding, this meant the men (or the aristocratic

women, some of whose functions could be fulfilled by other women). Thus,

while weaving and spinning were regarded as one aspect of women's work
in many societies, whether the products were consumed within the family

or sold at market, specialist or full-time weavers were more likely to be men.

As the division of labor became more elaborate, specialized roles, whether

in warfare, in religious activity, or in government, were normally (not al-
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ways) more open to men than to women, for men usually found it easier to

place themselves at the hub of local exchange networks. And in this way
there emerged in many larger agrarian communities a distinction between

the household world, often dominated by women, and the public domain,

often dominated by men.

Patriarchy is the way the emerging gradient of wealth and power was

expressed in gender relations, because many of these specialized roles gave

men access to new forms of wealth and power. Increased power, in turn, gave

elite men more influence over public definitions of gender roles. The fact

that written histories were constructed first within an emerging public do-

main, and were written mainly by men, helps explain why the written

sources on which so much modern historical writing depends focused on

the public domain and the doings of men. And it may be that works writ-

ten by men have also made patriarchy seem simpler than it was, hiding from

modern researchers the complex negotiations that went on in all households

and the many ways in which both women and men evaded or softened so-

cial conventions that they found constricting.

New Forms of Power and Control: Power Based on Consent

How can we explain this steepening of the gradient of wealth and power in

large agrarian communities? Anthropologists have shown that in small

nomadic communities, individuals will normally resist attempts by indi-

viduals to assume power over them. How did hierarchies arise despite this

resistance?

Modern studies of village communities, combined with archaeological

evidence, suggest some of the stages through which particular groups or

individuals may have begun controlling the labor and resources of others .

23

In many human communities, power and resources are surrendered will-

ingly to trusted leaders. This we can call consent-based power, or power from

below. In larger communities, however, leaders could use the increasing re-

sources placed under their control to create new forms of power that en-

abled them to coerce at least some of the people they ruled. This is coercive

power, or power from above .

24 The distinction corresponds to the distinc-

tion made earlier in this chapter between top-down and bottom-up theo-

ries of state formation. In practice, all states rest on both types of power, and

the two are always intertwined. Nevertheless, there is a clear historical and

logical sequence leading from power based on consent to power based also

on coercion .

25

In the absence of state structures, the resort to violence is available to

everyone, so it is an unreliable way of controlling people or resources. But
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there are many reasons why village communities may willingly surrender

some control over their resources and labor to trusted leaders. The logic is

the same as that of a termite mound. As communities grow, new problems

appear for which collective solutions have to be found. Agricultural, eco-

nomic, and religious activities have to be coordinated more carefully; in-

ternal conflicts have to be defused; and conflicts with neighboring commu-
nities have to be managed. Handling these problems efficiently is often a

matter of life and death, as failure can mean famine, sickness, or defeat in

war. But they cannot be solved separately by each household, and thus

households acquire an interest in delegating authority. In short, the major-

ity of people in a community may willingly take part in building the sim-

ple social dams that concentrate surplus resources in reservoirs controlled

by tribal or religious leaders. It may be appropriate to think of these early

power structures as analogous to the earliest irrigation channels. These, as

we have seen, were simple structures consisting of channels and small dykes,

and they could be constructed and maintained with the more or less will-

ing cooperation of entire communities.

Once the decision has been made to delegate authority, it is important to

choose good leaders. Several factors may decide how leaders are chosen and

what powers they are granted. That many leadership roles involved spe-

cialized tasks and skills explains why men occupied them more often than

women, for men were less necessary within the household and had more
opportunity to take up specialized tasks. Where ranked lineages existed, se-

nior members of senior clans were likely to be chosen as representatives or

managers, unless they were plainly incompetent. In internal conflicts, indi-

viduals known for their closeness to the gods, their diplomatic skills, or their

wisdom were more likely to be chosen; in conflicts with neighbors, those

with military skills. Where crises required the help of the gods, those thought

to have privileged access to the gods, such as shamans or priests, made likely

leaders. Using this authority, religious leaders often collected substantial re-

sources to offer as sacrifices or gifts to the gods.

Sometimes, though, authority was granted in return for past favors, in

a modification of the basic rules of reciprocity. This explains an institution

whose rules can otherwise seem bizarre to moderns: the "big man." The la-

bel is appropriate, for the role was highly specialized and seems to have been

occupied mainly by males. In some form, big men have appeared in many
communities in recent times, and the role probably existed in many pre-

historic communities as well. The classic studies were conducted in Melane-

sia in the early twentieth century by the Polish-born British anthropolo-

gist Bronislaw Malinowski. On Bougainville, the big men were known as
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mumi. The mumi would work hard to accumulate goods for a feast. He would

harass his relatives and labor strenuously himself to produce extra goods

that had high prestige, such as yams or pigs. Once he had accumulated

enough goods, he would give them away at a huge feast. Here is an exam-

ple, as described by Marvin Harris, from a study of big men on Bougainville:

"At a great feast attended by 1,100 people on January 10, 1939, the host

mumi, whose name was Soni, gave away thirty-two pigs plus a large quan-

tity of sago-almond puddings. Soni and his closest followers, however, went

hungry. 'We shall eat Soni's renown,' the followers said." 26
In commercial

terms, such activity makes no sense at all. But in social terms, it does make

sense, for gift-giving creates obligations. Gift-giving was to the world of kin-

ship what investment is to the commercial world: the laying out of resources

in the hope (which is never certain) of a greater return in the future. Though

the holding of such feasts may impoverish the mumi, it also gives him the

right to call on the services of those he has put under an obligation.

Anthropologists have observed these feasts or "giveaways" in many so-

cieties. One of the best-known examples is the potlatch of American Indian

communities of the Pacific Northwest, such as the Kwakiutl. Among the

Kwakiutl, chiefs accumulated blankets and other goods, and then gave them

away in huge potlatch parties. Sometimes, the services owed to a big man
could be turned directly into more significant forms of power—for exam-

ple, if he asked those now obligated to him to join a raid on a neighboring

tribe. The raid, in turn, might take goods that could be used in a new form

of redistribution.

Anthropologists recognize an even more significant form of power in pre-

state societies: the chiefdoni. Definitions of chiefdoms are somewhat arbi-

trary, and none can capture the nuances of the real world, but anthropolo-

gists generally use the term to describe the heads of powerful aristocratic

lineages who have authority over many lesser villages, groups, and clans,

with populations of many thousands. Their authority is usually based on

their status within a system of ranked lineages, which may enable them to

mobilize considerable resources. In the Trobriand Islands, studied by Mali-

nowski, chiefs could rule many different villages and have thousands of sub-

jects. They often led raids on other islands, and subjects treated them with

great deference. Malinowski once saw all the inhabitants of a village sud-

denly fall flat, as if "mowed down by a hurricane," at the appearance of their

chief.
27 Villages supplied their chiefs with yams in fulfillment of kinship ob-

ligations. In this way, the chief, through rules of kinship, ended up control-

ling far more resources than did others. Often these yams were redistrib-

uted at feasts, which created new obligations, or they were used to pay for
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specialists, including warriors and canoe builders. Chiefdoms are not yet

states, as they can easily split into separate tribal or clan segments. How-
ever, the resources concentrated in the hands of chiefs give them immense

power, and sometimes chiefs can use this power to coerce individuals or

groups reluctant to accept their authority.

Such forms of power are still limited and precarious. Rulers must con-

form to the demands of the kin-ordered world in which they live, because

they are, in large measure, servants of those they rule. If they don't fulfill

their obligations as leaders, they can quickly lose their influence and their

following may fall apart. Anthropologists refer to such structures as seg-

mentary, because they can easily fragment into the segments from which

they are assembled.

Despite these limitations, power based on consent may grant leaders con-

trol over substantial material and human resources; this feature makes power

based on consent the necessary foundation for the construction of larger

and more durable power structures. What made possible the transition to

more durable and coercive forms of power was the appearance of larger and

more concentrated population centers—in particular, the appearance of the

first cities.

The First Cities

Cities (at the lower end of level 5 in table 9.1) are more than large villages.

In the first towns and cities, wholly humanized environments emerged for

the first time. Here, large numbers of people depended entirely on other

people to survive, and new forms of complexity and hierarchy appeared. The

fundamental precondition for the existence of cities is that productivity lev-

els reach a level such that rural populations can support themselves and a

small surplus population of nonfarmers (see figure 9.3). The existence of

cities presupposes a complex division of labor, both horizontal and vertical.

The first cities appeared in Mesopotamia. The process in that region has

been most closely studied by archaeologists, so I will describe what happened

here before asking how typical such processes were. 28 In the delta of the

Tigris and Euphrates, populations grew rapidly in the fourth millennium

bce. Growth may have been stimulated by climatic changes, for climates

became cooler and drier around 3500 bce, and it was after this that the Sa-

hara, long a region of steppe and savanna, was transformed into arid desert.

In some parts of Mesopotamia, the change may have led to a decline in farm-

ing; but the south was a region of swamps, with scattered villages occupy-

ing small islands. Drier climates made more land available for settlement,

and swamplands turned into rich farmland, producing several harvests a year
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Modern societies: USA, ca. 30; India, ca. 300; Bangladesh, ca. 900

Preindustrial Europe: 40-60

Hi Small-scale subsistence farming: 0.2-1 2.0

I Pastoralists: 0.2 - 1 .0

I Foragers: 0.01-0.5

o 100 200 300

Estimates of Numbers Supported per km2

Figure 9.3. Productivity thresholds in human history: population densities

under different lifeways. Data from Massimo Livi-Bacci, A Concise History of
World Population, trans. Carl Ipsen (Oxford: Blackwell, 1992), p. 27, and Allen W.
Johnson and Timothy Earle, The Evolution of Human Societies: Prom Foraging
Group to Agrarian State, 2nd ed. (Stanford: Stanford University Press, 2000),

P- 125 -

with only the simplest forms of irrigation. The most important crops were
wheat, barley, and dates, as well as vegetables of various kinds. Livestock

was important and so were fish along the great rivers. Here was a later ver-

sion of the "gardens of Eden" that lured foragers to settle down in the early

Holocene.

Another factor that may help explain population growth in southern

Mesopotamia was the changing topology of regional networks of exchange.

Andrew Sherratt has argued that

in early 'Ubaid times, lowland Mesopotamia was, well, a backwater:

just an area of mud. People did live there, in grass huts and using clay

sickles, but it was not the most lively spot on earth. Where were the

exciting things happening? Two nearby places: the northern arc of

the fertile crescent, busily circulating all kinds of stones, metals, and
painted pottery . .

.

;

and the coasts of the Persian Gulf, about which
we know less because a lot of it is under the Mesopotamian mud that



POWER OVER NATURE/POWER OVER PEOPLE 269

accumulated at the river-mouths, but which certainly involved a lively

maritime trade down to the present-day Gulf states. The bit in between

these was the least important—until the two got together.

29

The stream of traders moving along the great rivers was, Sherratt suggests,

the opportunity that lowland Mesopotamia needed. As exchanges flourished,

what had been a backwater suddenly became a hub region in far-reaching

networks of exchanges of obsidian, metals, pottery, and semitropical goods

from the south. There took place a sort of "sparking across the gap" between

the two resource-rich areas of the Fertile Crescent and the Persian Gulf.

Southern Mesopotamia just happened to be in the gap.30 Its rising popula-

tions reflected not so much local conditions as the changing topology of net-

works of exchange reaching across much of Southwest Asia.

Perhaps these two explanations belong together. Increasing aridity forced

populations into more concentrated regions of settlement; but it also cre-

ated narrower corridors for the transmission of long-distance exchanges.

Something like this happened in Egypt as well, where populations and, pre-

sumably, exchange networks became denser as the Sahara dried out, forc-

ing more and more people to settle along the Nile.
31 Whatever the reasons,

southern Mesopotamia attracted new settlers, some ofwhom may have come

from lands that were now too arid to farm. Between 3500 and 3200 bce, the

region later known as Sumer became the most densely populated farming re-

gion in the world. New settlements were soon organized in hierarchies with

three, perhaps even four levels. And at the head of these hierarchies was a

group of large regional centers, including Uruk and Nippur.

In the final centuries of the fourth millennium, several of these towns

expanded rapidly and turned into true cities—the earliest that we know of.

Unlike the villages and towns of the early agrarian era, most of which con-

sisted of similar, self-sufficient households, these had a complex internal di-

vision of labor and imported much of their food from elsewhere. Early in

the fourth millennium Uruk was a regional center, with perhaps 10,000 in-

habitants and several temples. By 3000 bce it was a city of 50,000 people

with well- fortified walls. It consisted of whitewashed mud-brick houses, of

a type that can still be found today, with narrow streets running between

them. While most were one-story high, wealthier houses often had two sto-

ries. In the center, on a ziggurat 12 meters high, stood the "White Temple"

(see figure 9.4).

By the early dynastic period (ca. 2900-800 bce), there were hardly any

remaining small settlements in southern Mesopotamia. Almost the entire

population of the region now lived in cities. Such dense concentrations of
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Figure 9.4. Early monumental ar-

chitecture: the "White Temple" at

Uruk in southern Mesopotamia, late

fourth millennium bce. From A. Ber-

nard Knapp, The History and Culture

of Ancient Western Asia and Egypt

(Chicago: Dorsey, 1988), p. 44: from

Helen and Richard Leacroft, The

Buildings of Ancient Mesopotamia

(Leicester: Brockhampton Press;

Reading, Mass.: Young Scott Books,

1974)-

humans had never existed before. Clearly, it was the rich and now well-

watered soils of the delta region that made it possible to support such dense

populations. But why did so many villagers move into the towns ? There was
increasing warfare between the region's expanding towns and cities; villagers

may have taken refuge in the towns where they were safer, traveling by day
to farm nearby lands. But increasing aridity may also have driven nearby
villagers to the towns.

Cities, like stars, warped the social space-time of surrounding regions,

pulling in the goods, people, and skills of nearby villages and towns. So they

automatically become important foci for exchange. Regional networks of
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exchange acquired more complex and more hierarchical structures, with

greater activity, wealth, and knowledge concentrated in the cities. Outlying

regions increasingly found that their own futures depended on finding a

niche within these new networks of power and wealth.

Cities required new forms of social organization. Hans Nissen has ar-

gued that as southern Mesopotamia dried out, planned and carefully man-

aged irrigation became more vital to support the region's soaring popula-

tions .

32 Archaeologists have mapped the rapid appearance of dense, planned

networks of irrigation channels, particularly around the main population

centers. Dependence on large irrigation systems, as well as the need for pro-

tection, forced villagers to cooperate more with each other and with the

towns, which had the resources and the power to control and maintain the

irrigation systems on which they depended. Town leaders could provide

levies of labor for digging and clearing channels. They could also handle the

complex disputes about water use that are inevitable in communities de-

pendent on large-scale irrigation systems.

The First States: Power Based on Coercion

The "solution" to the many problems created in such dense communities

was to establish the first states. But why? We have seen that rudimentary

power structures are like simple dams that can create small reservoirs of

surplus resources. Cities, however, required larger and more robust social

dams. To manage their enormous reservoirs of wealth, they needed struc-

tures more like the huge irrigation systems of Sumerian cities. The politics

of consensus could no longer handle social engineering on such a scale.

The city was crucial to these changes because it was, by its very nature,

a concentrator of power.

33 On the one hand, it brought together in one place

forms of authority and labor power that had previously been diffused over

large areas and between many distinct communities. On the other hand, the

creation of such large and dense communities required new forms of power;

for as the size of communities grew, the organizational problems they faced

became more acute. Cities needed special mechanisms to resolve disputes,

to organize exchanges between farmers and specialists, to build warehouses

in case of famine, to supply water and remove refuse, to build fortifications

and irrigation canals, and to manage war and defense. Fortunately, the eco-

nomic and demographic processes that created these needs also placed

greater resources in the hands of leaders. As the need for central regulation

increased, so did the resources available to central authorities. These two fac-

tors, in combination, explain why, with the emergence of really large con-

centrations of people, either in cities (such as southern Mesopotamia) or in
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regions of dense village settlements and small towns (which was the Egyp-

tian pattern), something like the state was likely to emerge. Where most

people lived in cities, as in Mesopotamia, the earliest states were normally

city-states, but territorial states emerged in regions such as Egypt where pop-

ulations were less concentrated and resources had to be mobilized from larger

regions. 34

The state (at level 5 in table 9.1) differs from the tribe (at the upper edge

of level 4) primarily in its ability to coerce systematically and on a large

scale.
35

States, like chiefs, will often claim to represent "senior lineages,"

though these tend to have less and less connection with real lineages. But

where traditional forms of loyalty fail, states, unlike chiefs, have at their

disposal methods of coercion, paid for out of the huge resources now at their

disposal.

The simplest way to imagine state power in its most rudimentary forms

is to think of a chief with sufficient resources to pay for an army or retinue.

Marvin Harris gives as an example of such power the Bunyoro people of

Uganda, who were governed in the nineteenth century by a hereditary ruler

known as the mukama ,

36 He ruled about 100,000 people, who lived mainly

by growing millet and bananas. Formally, the mukama was merely the head

of a series of chieftains. Like any traditional chief, he was seen as a "great

provider" as well as a receiver of tribute. But in practice, his power was based

on more than kinship obligations, for he used the large tributes he received

to form a palace guard, as well as a retinue of servants, witch doctors, mu-
sicians, and so on. His armed attendants gave him the power to deprive in-

dividual chiefs or villages of their land. Like King Lear, he and his entire ret-

inue toured the land, demanding that local chiefs and villages support them
during their visits.

This is the pattern of many early states that have not yet evolved more
bureaucratic forms of taxation. It matches what we know of the earliest Chi-

nese state, that of the Shang. 37 The same logic is also apparent in the fol-

lowing passage from the chronicles of medieval Rus'. It concerns the tenth-

century ce Grand Prince Vladimir:

On one occasion, . . . after the guests were drunk, [his retinue] began

to grumble against the prince, complaining that they were mistreated

because he allowed them to eat with wooden spoons, instead of silver

ones. When Vladimir heard of this complaint, he ordered that silver

spoons should be moulded for his retinue to eat with, remarking that

with silver and gold he could not secure a retinue, but that with a ret-

inue he was in a position to win these treasures, even as his grandfather

and his father had sought riches with their followers. 38
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Vladimir's remark captures only one half of this crude dialectic of power;

in practice, as he knew perfectly well, silver and gold were necessary to buy
the soldiers who could help him acquire more silver and gold. In the writ-

ings of the Byzantine emperor Constantine Porphyrogenitus (r. 913-59 ce),

we have a superb description of exactly how Vladimir's "grandfather and

his father" had secured tributes with the help of their armed retinues or

'druzhiny:

When the month of November begins, their chiefs together with all

the Russians at once leave Kiev and go off on "poliudie,

"

which means
"rounds," that is, to the Slavonic regions of the Vervians and Drugov-

ichians and Krivichians and Severians and the rest of the Slavs who are

tributaries of the Russians. There they are maintained throughout the

winter, but then once more, starting from the month of April, when the

ice of the Dnieper river melts, they come back to Kiev. 39

Though states like that of the Bunyoro mukama or Kievan Rus' in the

tenth century ce consist of little more than rulers, using the resources they

control to pay a retinue of soldiers, they have clearly crossed the divide from

consent-based power to power backed up systematically by coercion. Never-

theless, they are so rudimentary that many political scientists would hardly

regard them as states at all, preferring to reserve that term for the more elab-

orate structures that emerge when rulers can create special bureaucracies and

organized armies. At this stage, such structures begin to meet Charles Tilly's

definition of states as "coercion-wielding organizations that are distinct from

households and kinship groups and exercise clear priority in some respects

over all other organizations within substantial territories. The term there-

fore includes city-states, empires, theocracies, and many other forms of gov-

ernment, but excludes tribes, lineages, firms, and churches as such." 40

But we should not exaggerate the power of even these larger structures.

Though they could exercise violence, sometimes in horrifying and spectac-

ular ways, their actual control over the day-to-day activities of most of their

populations, particularly in rural areas, was minuscule by comparison with

that of modern states. In part this was a matter of the limited energy at their

disposal: as John McNeill has pointed out, the energy they controlled con-

sisted mainly of human muscle power, and in practice this means that "the

Ming emperors and Egyptian pharaohs had no more power available to them

than does a single modern bulldozer operator or tank captain." 41 In part the

weakness of preindustrial states reflected their limited bureaucratic reach.

In fact, the ready resort of early states to violence and their widespread use

of the army to administer it were signs of weakness, not of strength. Tradi-

tional states often made up in brutality for what they lacked in adminis-
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trative reach .

42 Anthony Giddens notes, "The ruler may have command over

the lives of his subjects in the sense that if they do not obey, or actively rebel,

he can put them to the sword. But the 'power of life and death' in this sense

is not the same as the capability of controlling the day-to-day lives of the

mass of the population, which the ruler is not able to do." 43 Traditional states

rarely had total control over even the formal military organizations on their

lands, and few knew exactly where their own authority ended and that of

regional potentates began. Outside the cities, they usually had little au-

thority over the more localized forms of violence used to collect taxes, pros-

ecute offenders or deal with banditry, or right local injustices. These pow-
ers were exercised by local elites or kinship groups. For most individuals,

the righting of wrongs remained the duty of the household or kin group,

which might seek the support of local patrons or officials. And violence was,

of course, pervasive even within households, where it was used to maintain

the authority of males and seniors .

44

But despite these limitations, and despite the absence of a real state mo-
nopoly on violence, early states were much more formidable structures than

chiefdoms. And everywhere they appear, they are associated with the same
cluster of features. These include new forms of specialization and an ex-

tensive division of labor, bureaucracies, systems of accounting and writing,

armies, and fiscal systems.

Division of Labor In southern Mesopotamia at the end of the fourth

millennium bce, the self-sufficient and relatively egalitarian villages of the

early agrarian era were already a thing of the distant past. For at least two

thousand years, agriculture had been productive enough to support non-

farming populations of priests, potters, and other specialists. Growing spe-

cialization can be shown in the appearance of full-time potters beginning

in the fifth millennium. Their presence is suggested by the excavation of

workshops containing specialized equipment, including potters' wheels.

From the late fourth millennium, there survives an extensive list of differ-

ent professions, the so-called Standard Professions List .

45 This includes

priests, officials, and many different kinds of artisans, such as silversmiths,

stoneworkers, potters, scribes, and even snake charmers. Many of the pro-

fessions seem to have been specially organized in guilds of some sort. There

existed a complex class structure with god-kings, aristocrats, merchants, ar-

tisans, farmers, scribes, and, finally, slaves (most of whom were impover-

ished farmers or nomads or war captives). The wealth of the rulers can be

illustrated from the astonishing tombs of Ur, dated to the end of the fourth

millennium, which were excavated by Leonard Woolley. Here, rulers were
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buried with immense wealth, and humans were apparently sacrificed to serve

their rulers after death. Merchants were a vital part of the urban division

of labor, for cities like Uruk required more goods than could be supplied by
nearby farmers. They also needed stone, wood, and luxury goods, which were

traded in fleets of ships along the Tigris and Euphrates—some organized

by the rulers, others by merchants. At the other end of the spectrum is the

evidence for an impoverished class of people consisting of slaves, vagrants,

war captives, and failed farmers. The existence of such groups is suggested

by the appearance from the early Uruk period of crudely made but appar-

ently mass-produced slant-sided bowls, which were probably used to feed

levies of laborers. Lending support to this interpretation is the later sym-
bol for eating, which seems to show a person pouring food into their mouth
from one of these bowls. 46

It was workers such as these that probably made
up the labor armies used to build fortifications and walls and to maintain

irrigation channels.

By 3200 bce, Sumerian society had attained a scale that could no longer

be handled within traditional kinship ways of thinking. Society was simply

too large and too complex to fit everyone into ever more elaborate models

of kinship. Instead, new categories—by occupation, by city of origin, by what
modern sociologists would call class or estate—begin to appear. However,

kinship thinking remained the basis for relationships at lower levels of so-

ciety, and this may be why symbolic forms of kinship thinking survived in

the religious thought of early states. Rulers frequently portrayed themselves

as the "parents" of their subjects, and the more powerful gods, too, were

often treated as fathers or mothers of particular peoples.

Bureaucracy, Accounting
, and Writing Managing the huge resources

concentrated in early states was a complex administrative and accounting

task. Thus all early states supported officials who kept lists of the things they

managed. The need to keep track of the large stores of foodstuffs and other

resources stockpiled by the state explains why writing systems appeared in

quite separate parts of the world, including Mesopotamia, Egypt, northern

India, China, and Mesoamerica, as part of the process of state formation.

Writing emerged first as a form of accounting and power, not as a way of

recording speech.47 (China may be a partial exception, as the earliest forms

of writing there seem to be more concerned with religious activities than

with accounting.)48 However it evolved, writing constituted a new way of

storing, and therefore controlling, information. Because it did not use the

ambiguous symbolism of images, writing made it possible to store knowl-

edge with the precision of spoken language. So writing stabilized and even
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rigidified empirical knowledge, shielding it from the variability that neces-

sarily accompanies oral transmission. But the skills it demanded were for

many millennia confined to elite groups, and primarily to males within those

groups. Elites and males therefore benefited most from the capacity to hoard

information in writing. Writing provided a powerful way of concentrating

in the hands of a few the knowledge accumulated by millions.

In southern Mesopotamia, clay objects, which represented different types

of goods, were used as marks of ownerships from as early as the eighth

millennium. By the fourth millennium, it was common to bind them to-

gether in clay balls, or bullae. From the late fourth millennium period, as

the first cities began to emerge, owners started using so-called cylinder seals,

which could be rolled across bullae to list their contents. This procedure

made the bullae redundant, and soon seals were used to mark flat tablets.

Then, instead of using seals, officials began to mark the tablets using reed

styli. These worked like pens, carving uniform wedge-shaped (i.e., cune-

iform) symbols in the clay. Originally simply pictures of what they repre-

sented, these symbols soon became quite stylized (see figure 9.5). At first,

even cuneiform writing could do little more than list objects, but this was

sufficient for it to function quite effectively as a method of accounting. Most

of the writing that survives from Uruk consists of lists of goods received

and distributed.

Early in the third millennium, what had begun as a way of keeping records

turned into a true writing system, as symbols for things and actions were

slowly adapted to more abstract roles, describing emotions and even gram-

matical functions or separate syllables. Only at this point did writing be-

come more than a system of accounting. The key to these changes was the

rebus principle: that is, using an existing symbol for a particular object to

represent another word that sounded similar to the first word. Thus, the Su-

merian word for "arrow" was pronounced ti. Arrows can easily be drawn.

But the word for "life," a more abstract notion, was also pronounced ti, so

the symbol for an arrow could also be used to mean "life." Slowly, the sys-

tem of symbols was simplified, though even in 1900 bce it still had some

600 or 700 elements, making it closer in form to modern Chinese charac-

ters than to modern syllabic alphabets.

In Egypt, hieroglyphic writing was used at least from the time of Menes

in ca. 3100 bce. In the Indus valley, writing was used from ca. 2500 bce. In

China, writing systems were in existence by at least 1200 bce, using signs

many of which can still be read today. The first alphabetic systems were de-

veloped in the trading cities of Phoenicia in the eastern Mediterranean dur-

ing the second millennium bce. They were based on signs for consonants
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Token Pictograph
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Old Babylonian Neo-Assyrian Neo-Babylonian English
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*- (H^> <> <i> Cattle

* € Dog

alb # 4 f Metal

* a> Jt Oil

# # JtT Garment

<> <#> Bracelet

•> si Perfume

Figure 9.5. The evolution of cuneiform writing in

Mesopotamia. From A. Bernard Knapp, The History

and Culture of Ancient Western Asia and Egypt

(Chicago: Dorsey, 1988), p. 55: courtesy of Archaeol-

ogy Magazine, Archaeological Institute of America.

borrowed from Egyptian hieroglyphics. Letters for vowels were not used

until the time of the classical Greeks. Creating alphabets with only a small

number of letters simplified writing and reading and made literacy avail-

able for the first time outside the closed world of trained and highly spe-

cialized scribes. But despite this partial democratization of literacy, the power

it generated remained a monopoly of elite groups until very recently.

In Mesoamerica, the first writing systems had appeared by ca. 600 bce

in southern Mexico. That the primary function of most early writing sys-

tems was to keep accounts is suggested by the counterexample of the Incas,

who ruled the only major agrarian civilization without a writing system;

they nevertheless had a large bureaucracy that used a system of account-

ing based on knotted strings, or quipu. It should come as no surprise that

all agrarian civilizations have constructed elaborate systems of mathemat-
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ics as well as writing. They also developed calendars, another vital tool for

any complex society that had to coordinate the activities of thousands or

millions of people to ensure they paid their taxes on time. Early calendars

used the rich astronomical lore that accumulated in all early agrarian era

societies and is evident even in remote Britain, in the construction of Stone-

henge from the third or second millennium bce.

Armies and Taxation States can coerce because they can mobilize large

retinues or groups of armed men. By the middle of the fourth millennium,

most of the settlements in southern Mesopotamia were fortified, which sug-

gests that warfare was common. In the third millennium, both archaeolog-

ical and written evidence show a world of almost constant warfare. Conflicts

were exacerbated by the steady drying of the rivers beginning in the

mid-fourth millennium, which, particularly when accompanied by artificial

interference in the flow of rivers, led to periodic changes in water courses.

At about the end of the early dynastic period, in the first half of the third

millennium, the course of the Euphrates shifted to the east of Uruk. The
loss of the river led to the rapid decline of Uruk, and to the rise of cities such

as Umma and Girsu (in Lagash) that were on the new channel. Such
changes caused violent military conflicts, so it is not surprising that the first

literatures and chronicles, which appeared in the third millennium, are con-

cerned largely with warfare.

Armies enabled states to mediate in internal conflicts and to tax more
effectively. In early states, taxes consisted, overwhelmingly, of foodstuffs col-

lected from peasants and used to feed nobles or government officials, or of

labor used to work on noble estates or on government projects.49 Taxation

differs from the methods used to collect resources in pre-state societies be-

cause of this element of coercion. Indeed, the anthropologist Eric Wolf has

argued that this is perhaps the most critical distinction between state and
pre-state societies.50

"Tribute-Taking" Societies

In what Wolf calls "kin-ordered" societies, resources are collected largely

with the consent of those who contribute them. Once states have appeared,

there is always an element of coercion, as resources are collected in the form
of taxes, or what Wolf calls "tributes." This is justification for regarding so-

cieties with states as an entirely new type of social structure. Wolf treats

the emergence of what he calls "tribute-taking" societies as a major trans-

formation in the lifeways and the organization of human societies. Table 9.3

suggests how his classification of the major "modes of production" fits in
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with some other familiar social typologies. The social theorist Anthony Gid-

dens makes a similar point in slightly different terminology: "In class-divided

societies [Wolf's "tributary societies"] the extraction of surplus-production

is normally backed in a direct way by the threat or the use of force." 51

In some combination, the ingredients described in this chapter were
present in all areas of early state formation: in Afro-Eurasia, the Americas,

and even the larger Pacific islands such as Tonga and Hawai'i. They include

the emergence of dense populations, which generated a complex division of

labor that posed new organizational problems, led to increased need for

conflict resolution and to more frequent warfare, and encouraged the build-

ing of large monumental buildings as well as the creation of some form of

writing. Here, there is room to give just one more example—this time from

Mesoamerica.

In Mesoamerica, the earliest clear evidence for the existence of seden-

tary farming communities dates from ca. 2000 bce. In the Andes, signs of

such communities appear slightly earlier, from ca. 2500 bce .

52 After this

time, evidence of increasing social complexity, including monumental ar-

chitecture and two- or three-tiered structures of settlement, appears quite

rapidly, until the first state structures can be identified during the first mil-

lennium bce. As in the Old World, it is tempting to see intensification and
population growth as the primary motors of change. Settlements with large

mounds or pyramids existed in the Andes and Mesoamerica early in the

second millennium bce. These may have been the ceremonial and perhaps

market centers for many dependent villages. Their appearance suggests the

existence of early forms of chiefdoms.

In the middle of the second millennium, in the lowlands of the gulf re-

gion of modern Mexico, there appeared the Olmec civilization. Its popula-

tions were supported mainly by swidden agriculture but also, in some re-

gions, by the farming of rich alluvial soils. Like mid-fourth-millennium

Mesopotamia, Olmec civilization consisted of large numbers of ranked

towns. It also had monumental architecture and craftsmen of great exper-

tise. At sites such as La Venta and San Lorenzo, huge ceremonial centers were
constructed, some with pyramids up to 33 meters high. These were origi-

nally tombs, for most contain elaborate burials that provide clear proof of

steep social and political hierarchies, as well as providing apt symbols of these

hierarchies. Constructing the main pyramid at La Venta required at least

800,000 man-days, and some 18,000 people lived in the surrounding town. 55

The Olmec made huge and to modern eyes very beautiful statues or mon-
umental heads from chunks of basalt imported from up to 80 kilometers

away, presumably by the labor of hundreds of people. The brutality with
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which some Olmec sites were destroyed shows that there was also orga-

nized war. There are hints of early forms of writing, and it may be that the

Olmec pioneered the writing systems that evolved in Mesoamerica, whose

later versions have only recently been deciphered. Remains of a late Olmec

carving that seems to use a dating system similar to that of the Maya sug-

gest that the Olmec may also have invented the dating systems that spread

throughout Central America. 54
Finally, there is evidence of extensive trib-

utary or trade networks, as obsidian was imported in large amounts from

the central Mexican highlands.

In Mesoamerica as in Mesopotamia, while the earliest civilizations de-

veloped in well-watered swamplands, civilization shifted gradually into re-

gions of rainfall agriculture. In the Oaxaca valley, about 500 kilometers south

of modern Mexico City, in a region of small villages ca. 1300 bce there be-

gan to appear larger settlements, some with larger, apparently public, build-

ings. After ca. 1000 bce, the size of these buildings increased rapidly. Pop-

ulations multiplied, and agricultural production intensified with the building

of a large system of canals. There are signs of increased specialization, par-

ticularly in crafts such as pottery, and systems of exchange and marketing

expand. There are also signs that look like early forms of writing. Then, af-

ter 600 bce, there appears clear evidence of a state-level polity with its cap-

ital at Monte Alban. By ca. 400 bce, there were at least seven small city-

states in the Oaxaca valley, so that the region began to look a bit like Sumer
late in the fourth millennium. By 200 ce, the population of the entire val-

ley may have reached almost 120,000. At its height, between 200 ce and

700 ce, the capital city of Monte Alban probably had a population of i7,ooo.55

Though agrarian civilizations appeared some two millennia later in the

Americas than in Mesopotamia, the similarities in the history of these two

regions suggest once again that state formation was a social explosion whose

fuse was lit early in the agrarian era. The demographic dynamism intro-

duced into human history by agriculture ensured that sooner or later, hu-

mans, like termites, would face the novel challenge of living in dense com-

munities of their own species. For all the local differences, the solutions

humans found in different parts of the world turned out to be remarkably

similar to each other—and also strikingly similar to those found by termites

and other social insects.

SUMMARY

The technological momentum of the early Holocene generated new tech-

nologies that raised output and supported larger and denser settlements.

These technologies included shifting agriculture, the secondary products rev-
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olution, and irrigation. As communities grew in size, so did the managerial

difficulties they faced, and humans found themselves confronting problems

much like those of other social animals, such as the social insects. To solve

these problems, communities found that they had to grant managerial pow-

ers to elite groups. At first, rulers governed with the active consent of their

subjects. But over time, they acquired control over large amounts of re-

sources; and in the largest communities, these resources enabled rulers to

create more coercive forms of power. So it is no accident that the appear-

ance of the first cities, late in the fourth millennium bce, also coincides with

the appearance of the first states. States mark the birth of a new type of com-

munity, which Eric Wolf calls the "tribute-taking" society. In such com-

munities, elite groups used force or the threat of force to control surplus re-

sources. Tribute-taking societies have been the most powerful and the most

visible communities for most of recorded human history.
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LONG TRENDS IN THE ERA

OF AGRARIAN "CIVILIZATIONS"

The era of agrarian civilizations has dominated conventional accounts of hu-

man history, partly because agrarian civilizations were the first human com-

munities to generate the written records on which most modern historical

research has been based. So we know this era in great detail. However, on

the scale of big history, recounting a detailed description of this era is not

appropriate. Besides, many fine histories already exist. Instead, this chapter

will examine some of the large structures and trends that shaped the era of

agrarian civilizations. Traditional approaches, which focus on particular civ-

ilizations or cultures, can easily hide these large trends. As Robert Wright

has put it, ancient world history can often seem a blur of civilizations and

peoples, rising and falling. But "if we relax our vision, and let these details

go fuzzy, then a larger picture comes into focus: As the centuries fly by, civ-

ilizations may come and go, but civilization flourishes, growing in scope and

complexity." 1

This chapter, which surveys the 4,000 and more years during which agrar-

ian civilizations were the most powerful communities on earth, will con-

centrate first on the large-scale structures. Second, it will discuss some of

the more important long-term trends of this era, focusing particularly on

changes in the collective human capacity to manipulate the natural envi-

ronment. These show up in population growth and in more productive tech-

nologies. Central questions posed in the chapter will be, what processes

shaped long-term patterns of collective learning and innovation in the era

of agrarian civilizations? and how did these processes play out in different

parts of the world?

283
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LARGE STRUCTURES

Two structural features stand out in this era. First, with the appearance of

cities and states, human societies became more diverse than ever before. And
diversity itself was a powerful motor of collective learning, for it increased

the ecological, technological, and organizational possibilities available to dif-

ferent communities, as well as the potential synergies of combining these

technologies in new ways. But states also increased the scale of human in-

teractions. Because they were so much larger than all earlier human com-
munities, their powerful gravitational fields sucked in resources, people, and
ideas from great distances. By doing so, agrarian civilizations created vast

new networks of exchange. These count as the era's second main structural

feature. Networks of exchange that were more extensive, more varied, and
more dynamic than those of any earlier era increased both the scale and va-

riety of exchanges and the potential synergies of collective learning.

New Forms of Diversity

At the risk of seeming overly schematic, we can think of four main types of

societies in this era: three—foragers, independent farmers, and pastoralists

—

lack states; one—agrarian civilizations—has states.

Foragers survived throughout the era of agrarian civilizations, living in

small, usually nomadic communities and mostly depending on technolo-

gies without metals. Despite some intensification, Australia was occupied

exclusively by foragers until just over two hundred years ago. Similar com-
munities also lived, until several centuries ago, in most of North and South
America, in Siberia, in many parts of southern and Southeast Asia, and in

parts of Africa.

In many regions, large populations of farmers or horticulturalists lived

much as they had in the early agrarian era, without large-scale power struc-

tures. Such communities made up most of the population of Papua New
Guinea until recent decades; often, they had contacts of trade and sometimes
of war with neighboring farmers or foragers, and sometimes with traders

from Indonesia. Communities of stateless farmers could be found in much
of Africa, and in areas of North and South America. They could also be found
along the borders of great tributary empires, from Manchuria to northern
Germany.

Where productivity increased and populations grew, farming communi-
ties and technologies spread into regions that had been only thinly popu-
lated before, thereby laying the foundations for new regions of agrarian civ-

ilization. In eastern Europe, for example, from the middle of the first
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millennium ce, large numbers of farmers, many of them speaking ancient

Slavic languages, settled in what is now Russia, where they laid the de-

mographic foundations for the first Russian states. Such changes have often

been interpreted too simply as the result of migrations of whole peoples

who brought with them more productive technologies. For example, the

spread of Indo-European languages from somewhere north of the Black Sea

to the Mediterranean, Iran, central Asia, and North India has been linked to

the spread of agriculture or pastoralism. Similarly, the spread of Bantu lan-

guages from the Cameroon region to much of central and southern Africa

has often been explained as a result of migrations of peoples who displaced

indigenous communities already existing there because they used more pro-

ductive agricultural technologies and practiced iron metallurgy. Modern in-

terpretations of the spread of whole language groups are more complex, see-

ing them as the product of many different processes, including the diffusion

of languages to local populations through trade or through political or cul-

tural domination, as well as demographic expansion, technological change,

and migration. Nevertheless, the expansion of entire language groups

clearly does suggest the slow spread of more productive technologies of var-

ious kinds, from improved crops, such as rye in eastern Europe, to improved

implements, including iron hoes and plows. 2

One of the most astonishing of these expansionary movements, the cre-

ation of an entirely new "world zone" in the Pacific Ocean, clearly does

reflect migrations of peoples. But "Remote Oceania," including the outer

islands of Micronesia and Polynesia, was not settled until the appearance of

specialized seafaring cultures with advanced boatbuilding and navigational

technologies, perhaps 3,500 years ago. These peoples probably came from

South China or Taiwan, which appear to be the homelands of the Aus-

tronesian languages that all these groups shared. In the Pacific, we can trace

their migrations through the spread of a distinctive type of pottery, known

as Lapita ware. The furthest limits of these migrations were Easter Island

(Rapa Nui), first settled about 300 ce; Elawai'i and (far to the west) Mada-

gascar, both first settled ca. 500 ce; and New Zealand (Aotearoa), first set-

tled ca. 800 ce or possibly as late as 1000-1200 ce .

3
Jared Diamond has shown

how the evolution of these Pacific island societies demonstrates the impact

of ecological factors on social development: within one or two thousand

years, there had appeared in the Pacific a vast array of different types of so-

cieties, ranging from technologically simple foraging societies to powerful

proto-states with strict class systems and populations of 30,000 to 40,000

in Hawai'i and Tonga.4

The third type of community was confined to Afro-Eurasia, as it depended
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primarily on the exploitation of domesticated livestock. In many of the more
arid regions of Afro-Eurasia, and in parts of northern Siberia, there lived

nomadic or seminomadic pastoralists who herded cattle, sheep, horses, or

reindeer. Like most independent farmers, pastoralists normally had con-

tacts with neighboring agrarian civilizations through warfare, commerce,
and the exchange of religious and technical ideas. Particularly in Eurasia,

horse-riding pastoralists could pose a serious military threat to their neigh-

bors, because of their mobility and the virtuosity with which they used

horses and camels in warfare. From late in the first millennium bce, some
pastoralist communities created powerful empires in the Eurasian steppes

by exacting resources from their richer sedentary neighbors. The greatest

and most influential of these empires was founded by Genghis Khan in the

thirteenth century ce: it was the first political empire to reach from the

Pacific to the Mediterranean.

Communities without states played an immensely important role in the

era of agrarian civilizations, though they generated few written records and
have consequently been neglected by historians. Because they lived in the

lands between the great agrarian civilizations, they could often link their

powerful neighbors into larger networks of exchange, particularly in Afro-

Eurasia. While the Silk Roads provide the clearest illustration of this mech-
anism, 5

stateless communities also linked the emerging civilizations of

Mesoamerica and Peru. Agrarian civilizations tended to be localized, but the

stateless communities that lay beyond their control had more diffuse bor-

ders; the contacts between these different types of societies created the largest

exchange networks of all in the premodern world.

Communities with states were the real dynamos of change in this period,

however. The distinctive features of agrarian civilizations were their size,

the density of human settlement within them, and their social complexity.

No previous communities had approached them in scale or complexity. Only
the largest communities of the early agrarian era contained more than 500
people, and most had fewer than 50. In contrast, even one of the earliest

cities, Uruk, contained at its height perhaps 50,000 people. And this huge
mass of people depended on nearby rural communities for much of their

food and labor, had close links with about thirteen other city-states in south-

ern Mesopotamia, and traded through the Persian Gulf and the Mediter-

ranean, even as far as northern India and central Asia. The total popula-

tion of the region of interrelated city-states in southern Mesopotamia
probably reached several hundred thousand people. This combination of

dense populations and hierarchical networks of exchange that embraced
hundreds of thousands or millions of people living in very different types
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of communities, and that extended well beyond the frontiers of particular

polities, is one of the most important structural features of the era of agrar-

ian civilizations.

Agrarian civilizations always contain several (at least three) tiers of man-

agement and exploitation. At their base were primary producers, mostly

small farmers or horticulturalists living in villages. These lived in commu-
nities similar to those of the early agrarian era, except that now they had

standing over them a hierarchy of rulers and tribute takers. Village com-

munities produced foodstuffs, fibers, and fuels such as wood. They also sup-

plied human and animal labor for large-scale endeavors such as irrigation

projects, major building projects, and the waging of war. But the village world

was still shaped mainly by the needs of the farming household, so here, more

than elsewhere, men and women were partners. Above this sphere, as spe-

cialized roles became more important, men began to assume separate, usu-

ally dominant, roles, and patriarchy became more institutionalized.

Above the villages stood local elites and power brokers— chiefs, nobles,

officials, or priests. Local power brokers extracted resources from primary

producers, but they usually preferred not to interfere directly in the life of

those below them. As a result, agrarian civilizations were normally charac-

terized by a clear gap in status, wealth, lifeways, and habits of thought be-

tween the mass of primary producers and the tribute takers who stood above

them .

6 Above local power brokers there was always at least one more level

of cities and rulers, who supported themselves from the resources passed

on by regional power brokers. Sometimes, there appeared even higher lev-

els of rulers who ruled over rulers
—

"Shahs of Shahs," to use the Persian

royal title.

So, even in the simplest of agrarian civilizations, many different types

of community were caught up in the networks of political, economic, and

ideological power through which elites mobilized the resources they needed.

The way in which resources were mobilized shaped the lives of both elites

and primary producers. And these methods reached even into the house-

holds that were society's productive foundation. Here, despite the rough

equality within the peasant household, males often claimed (with varying

degrees of success) a reflected authority modeled on the prominent role of

males beyond the basic units of the household and village. Religious, cul-

tural, and legal structures often supported these patriarchal claims.

The most important way of shifting resources from households to elites

was through demands backed up by a combination of religious, legal, and

physical threats. For this reason, Eric Wolf has described agrarian civiliza-

tions as "tribute-taking" societies .

7 Unlike gift-giving, which is the charac-
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teristic way of exchanging goods in kin-ordered societies (and analogous to

mutualism in the biological world), tribute-taking is, by definition, an un-

balanced form of exchange. It is closer to parasitism, a relationship in which

one side gains more than the other and can usually impose its will on the

other.

But as we have seen, there remains an element of reciprocity or mutu-

alism even in tribute-taking societies. Power based on coercion and power

based on consent can and do coexist in all tribute-taking societies. Primary

producers often depended on tribute takers for protection and other services.

In time of war, villagers hid behind castle or city walls. In peacetime, urban

markets offered exotic goods and alternative forms of employment, while

urban temples offered grander and more potent ways of reaching the gods.

Besides, it was in the interests of tributary elites to make sure their peas-

ants had enough land to feed themselves and produce a surplus. In this gen-

eral sense, tributary rulers and overlords had to protect the rights of their

peasant majorities to land. The result was that in practice (though not al-

ways in theory), productive resources were spread much more evenly in

agrarian societies than they are in the modern world. Rather than demon-

strating pure exploitation, agrarian civilizations embodied a complex, though

unbalanced, form of symbiosis—analogous, in some ways, to domestication.

William McNeill's analogy with parasitism, quoted in chapter 9, captures

the nuances of this imbalance well, for parasites, if they are to survive, have

to protect their hosts, just as humans have to protect their domestic animals

and feed their slaves. In a more recent essay, McNeill has described this re-

lationship between cities and villages, which lies at the heart of all agrarian

civilizations, as "the civilized compromise." 8

Relations of tribute-taking existed not only within but also between

neighboring states, and some of these were extremely significant. Agrarian

empires can be thought of as tribute-taking systems in which powerful states

exact tributes from less powerful states. But occasionally the relationship

was reversed. In the biological realm, after all, parasites can be as large as

robins and as tiny as bacteria. Like the terrifying species of cichlids, which

swoop down on other fish and cut out pieces of their flesh, small states some-

times organized dangerous military forces that could so harass giant neigh-

bors that the latter were forced to pay tributes or protection rents. The best-

analyzed examples of these relationships are between pastoral nomads of

the Eurasian states and the great states of China, Persia, and the eastern

Mediterranean. 9

To summarize, certain structures are present, in varying degrees, in all

agrarian civilizations. They include:
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• Agrarian communities that provide most resources. These are

largely separate from elite groups, but they contain most of the

population and produce most of society's people, food, energy,

and raw materials.

• Gender hierarchies that support male claims to domination

at most levels of the social hierarchy.

• Cities and towns.

• A complex division of labor within cities and towns, and between

cities and their rural hinterlands.

• Hierarchies of officials, judges, and rulers headed by kings.

• Armies, controlled by rulers, that provide protection from other

tribute takers and also enable the rulers to exact tributes by

coercion from their own subjects or from neighboring regions.

• Literate bureaucracies that keep track of and manage resources.

• Networks of exchange, through which states and cities procure

resources that cannot be secured through naked force.

• Systems of religion and ideology, often managed by the state,

that legitimate state structures and often give rise to monumen-
tal architecture and high levels of artistic achievement.

• Wider hinterlands, which are not directly under their control,

whose resources are nevertheless vital for their successful

functioning. These hinterlands may lie in other regions of

agrarian civilization, or may be settled by independent farmers

or pastoralists or foragers.

Networks of Exchange

In the era of agrarian civilizations, exchanges linked different types of com-

munities more effectively and over larger areas than ever before. These com-

plex networks of exchange count as the second major structural novelty of

the era of agrarian civilizations.

World historians have become increasingly sensitive to the importance

of large systems of interaction, and have often analyzed them using the

notion of world-systems. Immanuel Wallerstein, the originator of such the-

ories, argued that particularly in the modern era, it was necessary to analyze

not just particular nations or civilizations, but rather the larger networks

of power and commerce in which they were entangled, because these net-

works explained features that could not be explained solely from the in-

ternal history of particular regions. Wallerstein called these networks

"world-systems," even though they did not literally embrace the entire

world, on the grounds that in many regards they functioned as separate



290 THE HOLOCENE

worlds. World-systems are multilayered, multiregional structures that in-

corporate different types of communities; within them, some regions are

more influential than others.

Wallerstein focused on the early modern, capitalist world-system, which

was dominated by European states. Indeed, he argued that this was the first

time that a true world-system had ever appeared. To understand Europe's

increasing power in the early modern world, he insisted that historians had

to understand how Europe was entangled in, and benefited from, networks

of exchange and power that embraced large parts of the world. Following

Wallerstein's introduction of this notion, other writers have identified sim-

ilar systems in earlier periods of world history. Janet Abu-Lughod has

claimed that there was a Eurasia-wide world-system as early as the thir-

teenth century, and Andre Gunder Frank, Barry Gills, and others have ar-

gued that regional "world systems" (in a looser sense, without a hyphen)
may have existed from as early as the third millennium bce .

10 Christopher

Chase-Dunn and Thomas D. Hall have gone even further, arguing that in

all the world zones, even in regions without states, there existed networks

of exchange with at least some of the features of world systems .

11

These large networks mark the outer limits within which human com-
munities can share information, technologies, and adaptations. They thus

shape processes of collective learning on the largest scales and determine

the pace and the geography of innovation over long periods. One of the

most important insights of modified world systems theories is that there

are different kinds of networks, working in different ways and at different

scales. Michael Mann has argued that even states, which appear so neatly

bounded, actually wield several different types of power that work in differ-

ent ways, rather like different force fields .

12 He has identified four distinct

networks" of power and influence: ideological, economic, military, and po-

litical. Political power is usually limited by recognized frontiers. Military

power, in contrast, can be projected beyond those frontiers in ways that are

checked only by existing logistical and military technologies. Thus, Chinese

generals of the Han period had a reasonably clear idea of how large an army
they could send into the Mongolian steppes, and how long they could keep

it in the field without excessive cost. Ideological power is more diffuse, be-

cause the cultural borders of a region such as China are hard to define; and

economic power is even harder to pin down. So economic and informational

networks tended to be larger and more diffuse than those controlled di-

rectly by force.

Building on this insight, Chase-Dunn and Hall have suggested that there

are several distinct types of networks of exchange, each with its own typi-
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cal range and characteristics. The main types that they identify are bulk-

goods networks, prestige-goods networks, political /military networks, and

information networks .

13 Portability determines the differing ranges of these

networks. Until recently, bulk goods, such as grain, were difficult and ex-

pensive to transport, so they normally traveled short distances. Armies could

usually travel farther, but with their immense baggage trains, they also

moved slowly. However, prestige goods such as silk were more portable and

traveled over greater distances, while information traveled even more eas-

ily. This is why exchanges of information and prestige goods generated the

largest and oldest networks of all. (Indeed, prestige goods can often travel

farther than information. Think of ornaments that get exchanged so many

times that their original meaning is lost.) And this is why I have focused

here on the largest exchange networks of all, the informational networks

that embraced entire world zones.

Large networks of exchange have distinctive regional "topologies." It may

help to return to the analogy of a social law of gravity. Under this imagi-

nary law, human communities exert an attractive force on other communi-

ties and on the goods, the ideas, and the people within them. As human com-

munities grew, this law began to operate in more powerful ways. Roughly

speaking (in a surprisingly close analogy to Newton's law), the magnitude

of the gravitational pull between communities is directly proportional to

the size of the communities and inversely proportional to the distance be-

tween them.

In the Paleolithic era, exchanges were limited and small-scale, because

no groups were large enough to exert a significant gravitational pull on other

groups. But as larger communities emerged, some exchanged goods and in-

formation more briskly and over greater distances than others, because large

communities could attract resources and people over large areas. Exchanges

of information, of goods, and of people were most dynamic where there were

many large communities. In such regions, more information and goods were

pooled than anywhere else, so we can refer to them as centers of gravity.

They sucked in people, ideas, and produce from huge hinterlands. But they

also exerted a powerful gravitational pull over the less densely settled re-

gions that lay between them. To understand how this influence worked, we

need to imagine a modern, Einsteinian form of gravity, in which large bod-

ies deform the space-time surrounding them, tilting and twisting it so as to

alter the behavior and motion of smaller objects within their gravitational

field. Large cities and states transformed the social topology of the regions

between them, and sometimes by doing so they created what we can de-

scribe as hub regions. Hub regions were situated between regional centers
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is, there was little difference in density from one region to another, and little vari-

ety in the pace or intensity of exchanges. With the development of dense agricul-

tural settlement, networks of exchange became more complex and more hierar-

chical, and there appeared regions in which exchanges of information were so
intensive that the pace of "collective learning" began to accelerate noticeably. As
a result, the pace of innovation in the Holocene era was significantly faster than
in the Paleolithic era.

of gravity. In these "gravitational corridors," or regions at the intersection

of several different gravitational fields, they felt the pull of several differ-

ent centers. Whether or not they were densely settled, hub regions carried

a lot of traffic (see figure 10.1).

A glance at a world map suggests immediately that Mesoamerica and the

corridor joining Mesopotamia and Egypt were likely to emerge as hub re-

gions, because they linked large and diverse zones. Some regions, such as

nineteenth-century ce Europe or Abbasid Mesopotamia, can perhaps be re-

garded both as hubs and as centers of gravity. They attracted information

and goods because of their position and because they contained dense and
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rich populations. Other regions, such as late-nineteenth-century ce China,

count as centers of gravity but not as hubs; conversely, regions such as fifth-

century bce Athens, central Asia 4,000 years ago, or Mongolia in the thir-

teenth century ce, count as hubs, though they were not populous enough

to act as centers of gravity. Both centers of gravity and hub regions power-

fully shaped change, because the volume of exchanges passing through them

made them clearinghouses for information accumulated over large areas.

Nevertheless, the differences between these two types of centers mattered.

Centers of gravity gave structure and shape to large networks of exchange,

while hub regions were more lightweight and were more easily transformed

by the exchanges that swept through them. So it was often in hub regions

that significant innovations first became important because here was where

they could have the greatest impact, while the mass and momentum of cen-

ters of gravity ensured that those regions normally changed more slowly.

The increasing scale, diversity, and complexity of exchange networks en-

ergized processes of collective learning over huge areas, and they help ac-

count for the peculiar technological, political, and cultural dynamism of the

era of agrarian civilizations.

LONG-TERM TRENDS

The Increasing Range and Power of Agrarian Civilizations

In 3000 bce, the agrarian civilizations that had appeared in southern

Mesopotamia and along the Nile were unique; despite their large popula-

tions, they included only a tiny proportion of the humans alive at the time.

Most people still lived in communities without states. Four thousand years

later, in 1000 ce, agrarian civilizations still controlled less than one-fifth of

the earth's surface, but in most other respects they were the dominant com-

munities on earth. They could be found in many parts of Afro-Eurasia, and

in parts of the Americas. Small proto-states even existed in the Pacific (see

table 10.1).

Why and how did agrarian civilizations become so dominant? Agrarian

civilizations could not appear where the dense agrarian populations neces-

sary to sustain them did not already exist. So the spread of agrarian civi-

lizations was intimately connected with the spread of agriculture, and that,

as we have seen, depended on technological innovations that enabled agri-

culturalists to farm an increasing variety of environments. The trends of

innovation described in the second half of this chapter are the key to un-

derstanding the changes described in the first part. This section will exam-

ine the main stages in the spread of agrarian civilizations over 4,000 years.
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TABLE 10.1. CHRONOLOGY OF EARLY AGRARIAN CIVILIZATIONS

Date Event

ca. 3200 bce 1st states in Sumer

ca. 3000 bce 1st states in Egypt

ca. 2500 bce 1st states in N. India/Pakistan (vanish 2nd mill.)

ca. 2200 bce 1st territorial states/empires in Mesopotamia

ca. 2000 bce 1st states in N. China (Yellow River)

ca. 1000 bce Revival of states in N. India/Ganges

ca. 500 bce 1st states in Southeast Asia

ca. 500 bce 1st "secondary empire" in Persia

ca. 500 bce 1st states in Mesoamerica

ca. 500 bce 1st territorial states/empires in Meosamerica

ca. 600 ce 1st states in sub-Saharan Africa

ca. 1400 ce 1st secondary empires in Mesoamerica/S. America

In 3000 bce, agrarian civilization existed only in Mesopotamia and Egypt.

By 2000 bce, city-states had appeared in Sudan, to the south of Egypt (the

powerful city-state of Yam, or Kerma), and had spread even more widely in

Mesopotamia. During the reign of Sargon of Akkad (who ruled from ca.

2350 bce for ca. 50 years), we have the first evidence for a new stage in state

formation: the appearance of a state controlling several different city-states

and their hinterlands. 14 Sargon claimed to feed 5,400 men every day, a figure

that may indicate the size of his retinue. 15 Using what may have been the

world's first standing army, he defeated rival city-states. Then, instead of

merely exacting tributes from them, he incorporated them into his own em-
pire by demolishing their walls and appointing his own sons as ensis, or gov-

ernors. He also supported trade networks that reached throughout Meso-

potamia and as far as central Asia and the Indus valley, as well as through

Egypt and into sub-Saharan Africa. Mesopotamia acted as a main hub for

these networks, but the density of settlement and the scale of political power

under Akkadian rule probably also make it the first ever center of gravity

of a regional network of exchange.

What it meant to be at the center of these widespread networks of ex-

change, where wealth and information were pooled in huge quantities, is

suggested by this description of the Akkadian capital, Agade, from early in

the second millennium:
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In those days the dwellings of Agade were filled with gold,

its bright-shining houses were filled with silver,

into its granaries were brought copper, tin, slabs of

lapis lazuli, its silos bulged (?) at the sides . .

.

its quay where the boats docked were all bustle . .

.

its walls reached skyward like a mountain . . .

the gates—like the Tigris emptying its water into the sea,

holy Inanna opened its gates .

16

By 2000 bce , agrarian civilizations also existed in Crete and in the Hit-

tite civilization of Anatolia. In the northwest of the Indian subcontinent,

along the Indus River, a distinctive agrarian civilization appeared late in the

third millennium. The Harappan civilization, like that of Sumer, was founded

on the wealth and power of a number of large cities supported by irrigation

agriculture in an arid alluvial plain. It had trading and cultural contacts with

central Asia and Sumer, but its writing systems and artistic styles, like those

of Egypt, seem quite distinctive. So it may be reasonable to regard the Harap-

pan civilization as one of several regional hubs in a world system that also

included the agrarian civilizations of the eastern Mediterranean .

17 The

Harappan civilization declined in the first half of the second millennium.

Its fall may have been the result of invasions from the north, or ecological

problems linked to overirrigation, or shifts in the river systems on which it

was founded.

In the second millennium, the center of gravity of Mesopotamian civi-

lizations shifted north to Babylonia and, eventually, to Assyria. Babylon's

gravitational pull made it one of the largest of all early cities, with a popu-

lation perhaps exceeding 200,000 people .

18 Here, Hammurabi established a

new imperial state ca. 1792 bce. His law code, with its 282 laws carved onto

forty-nine basalt columns, provides the earliest detailed written evidence

about legal and bureaucratic structures (see figure 10.2). Meanwhile, ex-

panding trade networks in the Mediterranean spread the technologies and

styles of Mesopotamian and Egyptian civilization right around the Medi-

terranean shores. This expanding zone included the Aegean world of the

Homeric epics. Egyptian trade networks also extended southward into Su-

dan and sub-Saharan Africa. In this way, there emerged a single region of

exchanges embracing Mesopotamia, much of the Mediterranean shore, parts

of sub-Saharan Africa, central Asia, and parts of the Indian subcontinent.

This system of exchanges, with its center of gravity in Mesopotamia but

with links to hub regions in Egypt and Sudan, central Asia, and northern

India, was the largest of several networks in the Afro-Eurasian world zone;

that zone, in turn, was the largest interconnected region on Earth. So, on
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Figure 10.2. Hammurabi's law code (eigh-

teenth century bce). Hammurabi ruled

Babylonia from ca. 1792 to 1750 bce. He
was the first ruler whose laws have come

down to us in some detail. The 2-meter-high

basalt pillar on which he engraved his laws

was rediscovered by French archaeologists in

1901; it is now in the Louvre, in Paris. This

part of the pillar shows the sun god investing

Hammurabi with the staff and ring of office.

© Erich Lessing/Art Resource, NY.

general principles alone, we should expect Afro-Eurasia to be the world zone

in which processes of collective learning were most intense and innovation

most rapid. Mesopotamia's position at the hub of Afro-Eurasia's exchange

networks may explain the central role played by this region in Afro-

Eurasian history and world history in general, from the earliest period of

state formation until the fundamental changes of the past half millennium

displaced it from its central position.

But Mesopotamia was never the only center of gravity, even within the
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Afro-Eurasian world zone. During the second millennium bce, agrarian civ-

ilizations emerged along the Yellow River in northern China. There is both

archaeological and literary evidence that by 1600 bce, a system of warring

regional city-states covered much of northern and western China, reaching

as far south as the Yangtze River. Many had wealthy and powerful rulers

and some had literate bureaucracies. In the fourteenth century bce, An-yang

became a major ritual center for the semilegendary Shang dynasty, which

claimed authority over many subordinate city-states. Modern research sug-

gests that historians may have exaggerated the authority of Shang rulers

over other regions, simply because their records are the only ones to sur-

vive. Nevertheless, Shang kings led armies of up to 13,000 men, which were

supplied with mass-produced weapons and clothing from state factories.

They also built huge and elaborate tombs, which often contained human
sacrifices. The Zhou dynasty, from ca. 1050 to 221 bce, presided over an early

period of loose unity, followed by many centuries during which North China

was controlled by more than a hundred independent kingdoms of various

sizes; these were dominated by a core group of seven great "central states,"

the zhongguo, all near the central Yellow River. During the first millennium

bce. North China emerged as a second major center of gravity within the

Afro-Eurasian world zone. The demographic, technological, and adminis-

trative foundations were laid for the Qin and former Han Empires (221-207

bce and 207-8 bce), and the technological, artistic, and intellectual foun-

dations of traditional Chinese civilization were established.

Was the Chinese world system totally separate from those of northern

India and Mesopotamia? The appearance, beginning ca. 4000 bce, of mo-

bile, pastoralist cultures that engaged in systems of exchange reaching right

across the Inner Eurasian steppes means that there were at least indirect

contacts between all regions of Eurasia throughout the era of agrarian civ-

ilizations.
19 We know that languages, technologies (such as the wheel and

chariot), lifeways (including the basic technologies of pastoralism itself ), and

perhaps also methods of working bronze, as well as crops and staples such

as wheat and barley (going east) and chicken and millet (going west), spread

through the steppes during the third and second millennia. The appearance

ca. 2000 bce of a new hub region in the "Oxus" civilization—a cluster of

trading city-states in central Asia, with links to Sumer and China as well as

northern India—suggests that such exchanges were already significant 4,000

years ago, for central Asia is the natural hub for trans-Eurasian exchanges.

Whether trans-Eurasian exchanges were significant enough to justify the

claim that there existed a single Afro-Eurasian system by 2000 bce remains

a matter of debate. 20 We can be certain, though, that by this time no region
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of agrarian civilization anywhere in Eurasia was totally isolated from other
regions.

In the first millennium bce, the power and reach of agrarian empires in

Afro-Eurasia increased decisively. The Assyrian Empire, based in northern
Mesopotamia, dominated that region between the tenth and seventh cen-
turies. The Achaemenid Empire, created in the sixth century by Cyrus the
Great, was much larger than any earlier agrarian empire. Its position in

Persia at the center of networks of exchange reaching from Africa
through Mesopotamia and eastward to India, central Asia, and China—
presumably explains the enduring importance of Persia and Mesopotamia
in Afro-Eurasian history. But the aridity of large parts of Persia also ex-
plains why this region always played the role of hub better than that of
the center of gravity.

In the shadow of these great empires, agrarian civilizations spread around
the Mediterranean and through Egypt into modern Sudan and Ethiopia.
These new regions of agrarian civilization laid the foundations for the Greek,
Carthaginian, Roman, and Sudanic Empires. At first, the newer regions of
agrarian civilization consisted of small, competing states, many of which en-
gaged in trade as well as conquest. But over time, some of these local hub
regions turned into centers of gravity as well. The astonishing conquests of
Alexander the Great, between 334 and 323 bce, created a vast, if ephemeral,
empire that included Greece, all of the Persian Empire, much of central Asia,
and much of northern India. Alexander's empire embraced the entire hub
region of Afro-Eurasia's extensive exchange networks. As it collapsed, re-

gional dynasties, all touched by Hellenic culture, emerged in Persia, Egypt,
and central Asia, and also farther west, in Italy and North Africa. The spread
of agrarian civilizations around the Mediterranean laid the foundations for
a new imperial system, under Rome. Roman expansion beyond Italy began
with the conquest of Sicily in 241 bce and with Rome's century-long duel
with a second regional hub, Carthage, during the Punic Wars (264-146 bce).
At its height, before it split at the end of the fourth century ce, the Roman
Empire controlled most of the Mediterranean, as well as huge colonies in

the agrarian regions of Europe.

In the first half of the first millennium bce, stimulated in part by new
contacts with the Mediterranean world, agrarian civilizations also reappeared
in the north of the Indian subcontinent, particularly in the rice-growing
lands along the Ganges River. Here, significant regional hubs appeared, and
eventually a regional center of gravity. The greatest Indian empire of the
first millennium bce, the Mauryan Empire (ca. 320-185 bce), controlled
most of the subcontinent; not for many centuries after this was a single ruler
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to control as much territory as the Emperor Ashoka (r. 268-233 bce). Nev-

ertheless, the emergence of densely populated civilizations in India created

a new center of gravity that stimulated the appearance of new networks of

exchange through the southern seas, beginning late in the first millennium

bce. As Lynda Shaffer has suggested, Indian exports of cotton and crystal-

lized sugar, Indian control of the trade in Indonesian gold and Moluccan

spices, and Indian developments in religion (particularly Buddhism) and in

mathematics had an influence that reached around the huge arc from East

Africa to South China. This process Shaffer has described as "Southerniza-

tion," by analogy with the more familiar term Westernization ,

21

Late in the first millennium bce, the agrarian civilizations of eastern,

southern, and western Eurasia became more closely linked than ever be-

fore. Two developments bound several Eurasian centers of gravity more

closely into a Eurasia-wide system of exchange. The first was a sharp in-

crease in traffic along the Silk Roads after the Achaemenid rulers of Persia

extended their influence into central Asia in the sixth century, and the Chi-

nese government conquered Sinkiang early in the first century and began

to actively promote trade with India, Persia, and the Mediterranean. The sec-

ond development was the expansion of sea trade between Southwest Asia,

India, and Southeast Asia, as sailors learned how to exploit the monsoon

winds. These changes led to increased exchanges of trade goods, religious

and technological ideas, and even diseases right across the Afro-Eurasian

landmass. To the south of Egypt, the emergence of a significant state in Kush

(in modern Sudan), which was briefly powerful enough to conquer most of

Egypt
(
712-664 bce), marks a significant stage in the incorporation of parts

of sub-Saharan Africa into these larger networks.

In the first millennium ce, Afro-Eurasian networks were dominated by

agrarian civilizations in the Mediterranean (with capitals at Rome and then

Byzantium), Mesopotamia or Persia (the Parthian, Sassanid, and Abbasid

Empires), India, and China (Elan, Tang, and Song dynasties). Of these,

perhaps the most influential were those that held the hub region of Meso-

potamia and Persia—especially in the Islamic era, when Mesopotamia be-

came once again a clearinghouse for goods, for technological ideas from the

lateen sail to papermaking to the symbol for zero to new crops, and for new

religious ideas incorporating elements from several different regions of

Afro-Eurasia. But the Indian subcontinent may have played a greater part

in these exchanges than is usually recognized, particularly by mediating the

increasingly important seaborne trades from East Africa to the Mediter-

ranean, and through Southeast Asia to China. As Shaffer has suggested, the

Islamic world inherited the intellectual and technological traditions of the
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Mediterranean world and those of the Indian subcontinent, while many
significant developments in the religious, commercial, and technological his-

tory of Tang and Song China, from the import of Buddhism to the use of

zero in mathematics to the introduction of Champa rice, may reflect Indian

influences. 22 During this period, agrarian civilization spread to four new
areas of the Afro-Eurasian landmass: South China, Southeast Asia, sub-

Saharan Africa, and Europe. In all these regions, dense agrarian populations

provided the demographic foundations for new cities and states or for the

establishment of colonial empires by established civilizations.

South of Egypt, the Sudanese state of Kush was supplanted in the third

century ce by the Ethiopian state of Axum, near the Red Sea, which con-
trolled many of the trade routes linking Arabia with sub-Saharan Africa,

and India with the Mediterranean. 23 In the sixth century, Axum converted
to Christianity. In West Africa, the arid lands of the Sahara began to link

the Mediterranean with sub-Saharan Africa, much as the steppes of Eura-
sia connected the Mediterranean world with China. Camels appeared in the

Sahara early in the first millennium ce, and from the third century on,

camel-riding pastoralists and traders such as the ancestors of the Tuareg
linked sub-Saharan Africa into Mediterranean trade networks by carrying

the gold and copper of West Africa (and sometimes its slaves) northward.
The wealth of these trade networks triggered the appearance of cities and
states within regions already settled by farmers relying mainly on sorghum,
millet, and sometimes rice. The empire of Wagadu, led by a ruler called the
Ghana, formed as a regional hub well before the ninth century ce on the

borders of modern Mali and Mauretania. The trading empire of Kanem was
founded north of Lake Chad in the mid-ninth century. Its ruling dynasty,

the Sayf, survived for 1,000 years.

Usually, where new regions of agrarian civilization appear, it is easy to

detect the influence of nearby centers of gravity—northern Chinese in

South China and Vietnam, Indian in Southeast Asia, Mediterranean and
Mesopotamian (later Islamic) in sub-Saharan Africa, Roman and Byzan-
tine in western and eastern Europe, respectively. Such influences are clear-

est in South China, where populations expanded in a region long controlled

by dynasties from North China. Whereas the north of China included more
than three-quarters of the empire's population in 1 ce, by 1300 it included
less than a quarter. At the western end of the Eurasian landmass a similar

shift occurred, but this time northward into Europe.

Many regions continued to resist the spread of agrarian civilizations.

Where the technological and ecological preconditions for dense settlement
did not exist, traditional communities survived much longer, as is demon-
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strated most clearly in those areas (such as the Eurasian steppes) where

agrarian civilization did not spread because they lacked dense farming pop-

ulations. 24 In the lands that became Rus' and were later incorporated in the

empire of Muscovy, farming had been practiced in only a few regions, in-

cluding parts of modern Ukraine, since the early agrarian era. The region's

harsh climates and the presence of warlike pastoralists prevented the for-

mation of farming populations dense enough to support cities or states. In-

stead, farming communities remained isolated and weak, which made them

easy prey for tribute takers such as the Scythians, described so well by

Herodotus. Then, from the middle of the first millennium ce onward, new

crops (including rye) and the use of metal plows, as well as overpopulation

in eastern Europe, led to widespread immigration into the lands between

Europe and the Urals. As in West Africa, dense settlement attracted outside

traders. These came from the Eurasian steppes or from the Baltic and traded

with central Asia and Byzantium. They created a number of regional states,

the earliest of which was the Khazar Empire, whose capital lay north of the

Caspian Sea. Along the routes from the Baltic to Byzantium, a number of

petty city-states were linked under a single dynasty in the tenth century,

creating the formidable power of Kievan Rus'. Given its early trade links

with central Asia and Baghdad, Kievan Rus' could easily have converted to

Islam and become an integral part of the Islamic world. But in 988 its grand

prince, Vladimir (whom we met in chapter 9), converted to Orthodox Chris-

tianity; from then on, Rus' and its successor states belonged, culturally at

least, to the world of Christendom.

Except for the unsuccessful Viking attempt to settle in Newfoundland

ca. 1000 ce, there were no significant contacts between Eurasia and the

Americas before the sixteenth century ce, which is why it is reasonable to

treat the Americas as a distinct world zone. 25 Nevertheless, in the Ameri-

cas, too, agrarian civilizations spread, came into contact with each other, and

eventually created embryonic world systems. In Mesoamerica, as we have

seen, the first agrarian civilizations appeared among the Olmec in the mid-

dle of the second millennium bce, though some scholars would argue that

the Olmec did not create true states. Nevertheless, they left a legacy in the

cultural traditions of all later civilizations of Mesoamerica. True states had

certainly appeared by the middle of the first millennium bce, but it was not

until the middle of the first millennium ce that there emerged imperial states

based farther north, in Mexico. The history of Teotihuacan suggests how

rapidly large imperial structures could appear once the appropriate foun-

dations existed. It also reminds us how fragile early states could be. Teoti-

huacan, about 50 kilometers north of modern Mexico City, consisted of no
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more than a few small villages in 500 bce. From 150 bce it grew swiftly.

Three centuries later, it had a population of ca. 60,000 to 80,000. Its growth-
like that of the Anatolian city of Qatal Hiiyuk, which had flourished 6,000
years earlier may have been based on the trade in obsidian, the premetal-
lic equivalent of steel. At its height, ca. 500 ce, Teotihuacan had a popula-
tion of 100,000 to 200,000 people, and its monumental architecture was as
grand as anything that could be found in Afro-Eurasia (see figure 10.3).

26

Teotihuacan was supported by a network of nearby villages and towns, which
grew crops using irrigation agriculture and chinampa systems (described
below). But it also depended on foodstuffs imported along extensive trade
networks embracing a larger, Mesoamerican world system. So it clearly
counts as a regional hub, and perhaps even as the first American center of
gravity. Then, between 600 and 700 ce, Teotihuacan collapsed. Overexploi-
tation of the land as a result of rapid population growth may have ruined
the ecology of the region, while rival towns may have cut off the trade net-
works that supplied it or even invaded and sacked the city. Within fifty years
of its collapse, there was nothing left but a few villages. A source from the
colonial period describes how the leaders of the city fled, taking "the writ-
ings, the books, the paintings; they carried away all the crafts, the castings
of metals." 27

In the contemporary cultures of the Maya, in the lowlands of the Yu-
catan Peninsula to the south, there appeared a number of regional centers
linked into the same networks of exchange as Teotihuacan. These collapsed
at about the same time, probably as a result of overpopulation, may be linked
to climatic changes that undermined the fertility of regional farmlands. From
late in the first millennium, urbanization and state building intensified in
central Mexico. These processes culminated, eventually, in the creation of
the Aztec Empire in the fifteenth century. In 1519 its capital, Tenochtitlan,
contained between 200,000 and 300,000 people, and several other cities in
the Valley of Mexico were almost as large. Here is how Cortes's lieutenant,
Bernal Diaz del Castillo, described his first sight of Tenochtitlan in 1519:

Next morning, we came to a broad causeway and continued our march
towards Iztapalapa. And when we saw all those cities and villages built
in the water, and other great towns on dry land, and that straight and
level causeway leading to Mexico [Tenochtitlan], we were astounded.
These great towns and cues and buildings rising from the water, all

made of stone, seemed like an enchanted vision from the tale of Amadis.
Indeed, some of our soldiers asked whether it was not all a dream. It was
all so wonderful that I do not know how to describe this first glimpse of
things never heard of, seen or dreamed of before. 28
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Figure 10.3. Teotihuacan. The great city-state of Teotihuacan, 40 km outside of

Mexico City, flourished from ca. 200 bce to ca. 650 ce. At its height, its popula-

tion may have reached 200,000, making it one of the largest cities in the world. It

was certainly the largest and most powerful city in the Americas. It had contacts

with many other parts of Mesoamerica, and its political traditions influenced later

Mesoamerican states, including that of the Aztecs. From Brian M. Fagan, People of

the Earth: An Introduction to World Prehistory, 7th ed. (New York: HarperCollins,

1992), p. 574: from Urbanization at Teotihuacan, Mexico, ed. Rene Millon, part 1,

vol. 1 (Austin: University of Texas Press, 1973), © Rene Millon.

Up to 2 million people lived in and around Tenochtitlan in 1500. They were

supported by raised-field farming, known as the chinampa system. Early

settlers on the swampy lands around Tenochtitlan built up mounds of river

vegetation and mud, held together with "fences" of willows. They cleared

canals between the mounds and fertilized them with mud from the canal

beds, with rotting vegetation, and with human refuse; by farming them care-

fully it was possible to raise up to seven crops a year. The diets of these early

settlers were supplemented with fish and waterfowl. 29

In South America, the first agrarian civilizations appeared in the first mil-

lennium ce, in a period of rapid population growth and urbanization. The

first great empire to emerge here was that of the Incas, which was assem-

bled in the fifteenth century ce. The agrarian civilizations of South Amer-
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ica had significant contacts with Mesoamerica, but whether these were
sufficient to create a single world system remains a matter of dispute. In

North America, after the widespread adoption of maize cultivation late in

the first millennium ce, populations grew rapidly; all the now-familiar signs

of an agrarian civilization in embryo began to appear in the so-called Mis-
sissippian cultures. At its center were large towns with elevated ceremonial

centers sometimes as high as 30 meters. Centers such as Cahokia, which may
have had 30,000 to 40,000 people living nearby in 1200 ce, were similar to

the ceremonial centers of the Eridu period in Sumer. Mississippian com-
munities were probably organized in large-scale chiefdoms; but because most
of their people still lived in small agricultural communities, it does not count
as a fully developed agrarian civilization. Maize sustained population growth
in this region, so it may be appropriate to regard the Mississippian region

as a regional hub within a wider American network of exchanges whose cen-

ters of gravity lay in Mesoamerica and South America.

If it is viewed as such a hub, we can say that by the second millennium
ce, the various regions of agrarian civilization throughout the world had
become linked, through expanding networks of exchange, into two major
world systems: Afro-Eurasia and the Americas. Of these, the Afro-Eurasian
system was older, larger, more densely populated, and more powerful. The
extent of its power became abundantly clear in the sixteenth century when
the two regions finally came into contact. In neither of the other two world
zones did agrarian civilizations exist, even though in some farming regions,

including Papua New Guinea and islands such as Tonga and Hawai'i, there

did emerge powerful chiefdoms, some on the verge of statehood.

Very loosely, we can quantify the expansion of agrarian civilizations

over 4,000 years. Rein Taagepera has tried to measure the areas ruled by
"imperial systems" of Afro-Eurasia at different dates. By imperial systems,

he means large political entities that include several agrarian states.

Though this definition would exclude some regions of agrarian civiliza-

tion, it may still provide a rough index of the political and military ex-

pansion of agrarian civilizations in Afro-Eurasia. For each period, Taage-
pera estimates the total area controlled by state systems, and compares
these estimates with the areas controlled by state systems today. Table 10.2

summarizes his data.

Three eras stand out. The first extends from the third millennium to the

middle of the first millennium bce. In this period, agrarian civilizations could

be found only in the Afro-Eurasian zone, and they directly controlled just

2 percent of the areas ruled by state systems today. The second era begins
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TABLE 10.2. AREAS OF AERO-EURASIA WITHIN AGRARIAN CIVILIZATIONS

Area Controlled Area as % of

in Megameters Modern Area

Era Date (1 megameter = 100,000 km2
)
Controlled by States

Late agrarian 1 early 3rd mill, bce 0.15 (all in Southwest Asia) 0.2

2nd mill.-mid 1-2.5 0.75-2.0

1st mill, bce

Late agrarian 2 6th C. BCE 8 6.0

1 BCE 16

1000 ce 16 13.0

Late agrarian 3 13th c. ce 33 (mainly Mongol Empire) 25.0

17th c. ce 44 (now inch Americas) 33.0

Modern 20th c. ce ca. 130 100.0

sources: William Eckhardt, "A Dialectical Evolutionary Theory of Civilizations, Empires, and

Wars," in Civilizations and World Systems: Studying World-Historical Change, ed. Stephen K.

Sanderson (Walnut Creek, Calif. : Altamira Press, 1995), pp. 79-82, relying heavily on Rein Taagepera,

"Size and Duration of Empires: Systematics of Size," Social Science Research 7 (1978): 108-27.

in the middle of the first millennium bce, with the appearance of the

Achaemenid Empire, and extends to 1000 ce. By its end, agrarian civiliza-

tions controlled between 6 percent and 13 percent of the area controlled by

modern states. During this period, agrarian civilizations appeared also in

the Americas, but the areas they controlled were far smaller than in Afro-

Eurasia. There is a further sudden increase in the area ruled by large em-

pires after 1000 ce, with the rise of the Mongol Empire and the European

empires of the past 500 years. American empires also expanded after 1000

ce, but they contributed much less to this rapid expansion. In 1500, the Inca

Empire ruled ca. 2 megameters and the Aztec Empire only 0.22 megame-

ters. Inclusion of regions of incipient state formation in the Pacific, such as

Hawai'i and Tonga, would make no real difference to these calculations. 30

Despite this long history of expansion, it is important to remember that

even in the seventeenth century, just 300 years ago, state systems controlled

no more than one-third of the lands incorporated within states in the twenty-

first century. Even if they had come to dominate networks of exchange

throughout the world and include most of the world's population, they never

controlled the world in the way of modern capitalist states.
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Accumulation, Innovation, and Collective Learning

The spread of agrarian civilization was made possible by a continuation of

the processes of intensification that had begun early in the Holocene. Rates

of innovation were thus a crucial determinant of the pace and nature of

change in this era. What factors governed rates of innovation? Where was
innovation most intensive, and how rapid was innovation in the era of agrar-

ian civilizations?

Scale itself was a source of innovation, as the increasing size of exchange
networks generated new intellectual and commercial synergies. But more
specifically, three other factors shaped the pace and nature of innovation in

this period: population growth, the expanding activity of states, and in-

creasing commercialization and urbanization. 1 will describe these three

sources of innovation separately, even though in practice they were inter-

twined. Though each contributed to innovation and growth in the long run,

in the medium- and short-term each could also undermine growth. To con-

temporaries, these cyclical patterns over shorter time spans were usually

the most apparent, which is why premodern historians have characteristi-

cally thought in terms of cycles rather than long-term trends. As we will

see, the impact of these three sources of innovation was ambiguous and un-
certain, characteristics that help explain why innovation was so much
slower in the era of agrarian civilizations than it is in the modern era.

Scale as a Source of Innovation At the most general level, the size and
variety of information networks, as well as the intensity of exchanges within

them, shaped average rates of innovation over long periods. The greater the

volume and diversity of information being exchanged, the more likely it

was that such exchanges would result in innovations, both large and small.

In the period considered here, it is clear that in the Afro-Eurasian world zone,

and to a lesser extent in the Americas, too, information networks expanded
in both scale and variety. They also linked societies of many different types,

so that innovations introduced by barbarian farmers in northern Europe
could spread to the Mediterranean, while technologies of horse riding first

developed in the Eurasian steppes spread to China or Mesopotamia, and
metalworking technologies and crops spread throughout Afro-Eurasia, in

areas of agrarian civilization and beyond their borders.

Improvements in transportation and communication technologies en-

abled innovations to spread more rapidly and more widely (see tables 10.3

and 10.4). The secondary products revolution was of fundamental impor-

tance in increasing the intensity and speed of exchanges within the Afro-
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TABLE 10.3. TRANSPORTATION REVOLUTIONS IN HUMAN HISTORY

Era Approximate Date Ways of Moving Peoples and Goods

Paleolithic From ca. 700,000 bp First hominine migrations from Africa

From ca. 100,000 bp Modern humans in southern Eurasia;

first migrations of modern humans

out of Africa

From ca. 60,000 bp First migrations by sea to Australasia;

earliest seaborne boats

Agrarian From ca. 4000 bce Animal-powered transportation

From ca. 3500 bce Wheeled transportation

From ca. 1500 bce Long-distance ships in Polynesia

1st mill, bce State-built roads and canals; coinage

Modern 1st mill, ce Improvements in shipbuilding, navigation

From early 19th c. Railways and steamships

From late 19th c. Internal combustion engines

From early 20th c. Air travel

From mid 20th c. Space travel

Eurasian zone, as it made available new forms of transportation perhaps as

early as 4000 bce. The harnessing of oxen, asses, and horses may in turn

have encouraged the evolution of wheeled transport. At sea, while no Eu-

ropean mariners achieved the navigational sophistication of Polynesian nav-

igators, the speed, reliability, and precision of their navigation undoubtedly

increased, particularly in the first millennium ce. The building of major roads

also stimulated transportation from China to Persia to Rome. The main inno-

vations in forms of communication were associated with the evolution of

scripts and methods of writing. But some empires, including the Achaeme-

nids and the Han, organized long-distance courier systems (as did the In-

cas much later in Peru). Many societies also constructed rudimentary early-

warning systems based on the lighting of signal fires, so that information

could sometimes travel large distances with great speed.

The size and diversity of Afro-Eurasia and its relatively advanced sys-

tems of communication help explain why rates of innovation were faster

here than in the other world zones of the Holocene era. Here the pool of in-

formation being exchanged was greater and more varied than anywhere else,

so that the accumulation and exchange of new technologies proceeded more
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TABLE 10.4. INFORMATION REVOLUTIONS IN HUMAN HISTORY

Era Approximate Date Ways of Moving Information

Paleolithic Paleolithic, beginnings Modern forms of language; information
of human history sharing between different groups

Upper Paleolithic Cave paintings

From Upper Paleolithic? Communication at a distance using

drums, beacons, smoke signals

Agrarian From ca. 3000 bce Writing as congealed information

From ca. 2000 bce Syllabic writing

Era of agrarian Government-sponsored or military
civilizations courier system

From 8th c. ce Printing using wood blocks

Modern 16th c. ce Global world system; worldwide systems

of communication and transport

18th and 19th c. Print used for mass communication:

newspapers, postal services

From 1830s Telegraph

Late 1880s Telephone

20th c. Electronic mass media: radio, film, TV
Late 20th c. Internet; instantaneous global communi-

cation of information

rapidly than ever before. But in the Americas, too, the emergence of large
zones of agrarian civilization and extensive trade networks ensured that sim-
ilar processes were at work. Information networks were large; they ex-
changed knowledge between regions with different lifeways, crops, tech-
nologies, and ecologies; and in their turn, ecological innovations accelerated
the intensity and speed of exchanges. Literacy was part of the process here,

as was the creation of impressive roadways; but what was lacking was the
entire complex of innovations associated in the Afro-Eurasian zone with the
secondary products revolution.

Population Growth In the early agrarian era, population growth and
technological change reinforced each other. In the era of agrarian civi-

lizations, this relationship remained a major source of innovation and
accumulation particularly in regions of independent pastoralists or peas-
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ants, whose communities generated many important innovations, espe-

cially in agriculture and the use of livestock.

Between 3000 bce and 1 ce, world populations rose from ca. 50 to ca. 250

million (see tables 6.2 and 6.3). This expansion marks a gentle acceleration

in the demographic dynamism of the early agrarian era, suggesting that the

creation of agrarian civilizations had a significant, but not revolutionary, im-

pact on population growth. The long demographic trends create the illusion

of steady growth. But on the scale of lifetimes or even centuries, the pat-

tern that stands out is cyclical—a pattern of rise and fall. Historians have

become increasingly aware of these large cycles of expansion and decline,

though they differ on the questions of their periodicity and their causes. In

a famous study first published in 1966, The Peasants of Languedoc, the

French historian Emmanuel Le Roy Ladurie traced centuries-long cycles of

boom and bust in the Languedoc region and the early modern French econ-

omy as a whole. These cycles affected all aspects of life: Robert Lopez de-

scribed them as an "alternation of crest, trough and crest" that "can be ob-

served not only in the economic field, but in almost every aspect of life:

literature and art, philosophy and thought, politics and law also were af-

fected, though not all to the same extent." 31 Le Roy Ladurie described these

cycles, memorably, as "the respiration of a social structure." 32 One reason

for their immense influence was the overwhelming importance of the

agrarian sector. Where most forms of production relied on organic materi-

als and energy sources, agricultural output set limits to the production not

just of foodstuffs but also of clothing, housing, energy, productive imple-

ments, and even parchment and paper.33 Because agriculture was the main

motor of economic growth in the agrarian era, rates of innovation in agri-

culture dominated medium-term economic, political, and even cultural cy-

cles. As populations rose, so did production, so did demand, and so did the

supply of labor. Rising populations created the buoyancy needed to sustain

expanding systems of trade, larger states, the building of monumental ar-

chitecture, and the patronage of artists and artisans, which in turn stimu-

lated cultural change. Agrarian civilizations flourished in such periods eco-

nomically, politically, and artistically. Periods of declining populations

undermined all these activities. As a result, the movements of economic ex-

pansion and contraction, of urbanization, of trade, and of political power are

all linked to the same underlying rhythms. Long-term accumulation took

place underneath these cycles in ways that were often invisible to contem-

poraries. Only in the long view of world history is it evident that each cy-

cle normally rose higher than its predecessor.

What was true of early modern France was true of agrarian civilizations
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Figure 10.4. Malthusian cycles in China, India, and Europe, 400 bce—1900 ce.
This graph shows the Malthusian pattern of rising populations, punctuated by
sudden downturns, that was typical of the history of the agrarian era. From
J. R. Biraben, "Essai sur Revolution du nombre des homines," Population 34
(1979); 16.

in general. To get some feeling for the cycles described by Le Roy Ladurie,
it may help to look at population growth in several distinct regions of agrar-
ian civilization. Figure 10.4 graphs the rough population figures calculated
by J. R. Biraben for China, the Indian subcontinent, and Europe between 400
bce and 1900 ce .

34
It is immediately obvious that in each region there are

periods of rising population followed by periods of decline—sometimes
drastic decline. How should we explain these medium-term rhythms, which
seem to have shaped the histories of all regions of agrarian civilization?

Though they blend several overlapping trends in population growth, har-
vest fluctuations, warfare, and commerce and state policy, one set of factors

dominated them: a negative feedback cycle linking innovation (particularly

in agriculture), population growth, ecological degradation, declining health,

and increasing conflict, leading to population decline (see figure 10.5).

The British pioneer of population studies, Thomas Malthus, was one of
the first to analyze the relations between population growth and available

resources. At the end of the eighteenth century, he argued that any species,

regarded purely mathematically, can multiply at a geometric rate, on the
upward-curving trend familiar from compound interest. Yet the resources
available to feed each species normally increase only at an arithmetic rate,
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Figure 10.5. A negative feedback cycle: population,

agriculture, and the environment.

on a straight-line trend. This means, as we have seen in the final section of

chapter 5, that available resources set the real limits to population growth.

In the natural world, available resources are determined by the niches avail-

able to a particular species. But humans are different because they keep in-

novating: they explore, modify, improve, and even create new niches. Thus

limits to human population growth are set only by the number and pro-

ductivity of the niches that innovation has made available in any particu-

lar epoch. Every time there are significant innovations, the ceiling to pop-

ulation growth is lifted. When significant innovations occur, populations

can climb until they overshoot the new ceiling. Then there will be a crash.

The land will give out; famine will take the hungry; disease will take the

malnourished; and wars, often launched by governments competing for

scarce resources, will take soldiers and the people through whose cities or

villages they move. Eventually human populations will settle down to a

new level. Innovation ensured that each cycle normally reached a higher

level than its predecessor, but innovation was normally too slow to pre-

vent an eventual collapse within each cycle, as populations outstripped avail-

able resources.

There is an important ecological component to these rhythms, for pop-
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ulation crashes were often triggered by overexploitation of fragile envi-

ronments, particularly in areas where population growth depended on the

irrigation of arid lands. This is the same rhythm we see in the evolution

of excessively virulent parasites. In the era of agrarian civilizations, it is

most apparent where it led to the collapse of entire civilizations. At the

end of the third millennium bce, the drying of southern Mesopotamia,
joined with salinization caused by excessive irrigation, undermined the eco-

logical foundations of Sumer. One sign in the archaeological record of in-

creased salinity is the inhabitants' increased use of barley, which tolerates

salt better than wheat does. Eventually, though, populations collapsed,

falling from ca. 630,000 in 1900 bce to ca. 270,000 by 1600 bce, not to rise

again until a millennium later under the Achaemenids.35
Sadly, the same

pattern was to be repeated again in the later history of Mesopotamia (see

figure 10.6). A similar fate probably accounts for the collapse of the

Mayan civilization at the end of the eighth century ce (see map 10.1).

Michael D. Coe observes:

The Classic Maya population of the southern lowlands had probably
increased beyond the carrying capacity of the land, no matter what
system of agriculture was in use. There is mounting evidence for mas-
sive deforestation and erosion throughout the Central Area, only alle-

viated in a few favorable zones by dry slope terracing. In short, over-
population and environmental degradation had advanced to a degree
only matched by what is happening in many of the poorest tropical

countries today. The Maya apocalypse, for such it was, surely had
ecological roots. 36

In all these cases, new technologies or opportunities stimulated popula-
tion growth, but neither the technological nor the managerial know-how
was sufficient to support growth indefinitely. Innovation was sufficient in

all these cases to initiate growth, but not to sustain it or avoid overex-

ploitation and ecological collapse. This characteristic pattern of slow inno-

vation
(
technological drift," in Eric Jones's term) lagging behind potential

rates of population growth is the primary explanation for the steplike cy-

cles that can be observed throughout the agrarian era.
37

1 will refer to these

as Malthusian cycles.

Disease is as much a part of these cycles as environmental degradation.

The evolving relations between humans and diseases is easiest to see in Afro-

Eurasia perhaps, as Jared Diamond has argued, because only there did hu-
mans live intimately enough with domestic animals to swap disease patho-

gens with them. 38 The figures in table 6.3 suggest that world populations
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Figure 10.6. Population and technological change: Malthusian cycles and irri-

gation technologies in lowland Mesopotamia. Adapted from Neil Roberts, The

Holocene: An Environmental History, 2nd ed. (Oxford: Blackwell, 1998), p. 175:

based on M. J. Bowden et al., "The Effect of Climate Fluctuations on Human
Populations: Two Hypotheses," in Climate and History: Studies in Past Climates

and Their Impact on Man, ed. T. M. L. Wigley, M. J. Ingram, and G. Farmer

(Cambridge: Cambridge University Press, 1981), pp. 479-5x3.

grew exceptionally fast between 1000 and 1 bce. (These figures are domi-

nated by those for Eurasia, so any conclusions we draw from them apply

mainly to Eurasia.) In the two thousand years from 3000 to 1000 bce, the

doubling time for world populations dropped from ca. 1,630 years in the

early agrarian era to about 1,580; but in the period from 1000 to 1 bce, it

dropped to a mere 945 years. These calculations reinforce the impression

revealed by many other trends: the first millennium bce was one of excep-

tionally rapid growth, at least in much of the Afro-Eurasian world zone,

and then growth slowed. Why?
William McNeill has suggested the most elegant explanation for this

acceleration in population growth in Eurasia. It had to do with changing

human relations with parasites, both large and small. "Macro-parasites"

(tribute-taking states) learned to take tribute in less violent and more pre-

dictable ways; while population growth and epidemiological exchanges en-

abled each region to establish more stable relations with local diseases:

During the first millennium b.c. in three important centers of human
population [China, India, and the Mediterranean], the balances between
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macro- and micro-parasitism adjusted themselves in such a fashion as

to allow persistent population growth and territorial expansion of civi-

lized types of society. As a result, by the beginning of the Christian era,

the civilizations of China, India, and the Mediterranean had attained a

size and mass comparable to that of the more anciently civilized Middle

East .

39

Political systems were getting better at judging appropriate levels of trib-

ute exaction, and people (and their immune systems) were getting better at

coping with infectious diseases.

Sadly, this argument has a flip side. When regions previously isolated

from each other came into regular contact, they swapped diseases. And this

exchange could prove devastating in regions that lacked the necessary im-

munities. For a time, plagues and epidemics could reverse or slow popula-

tion growth on both sides of the old epidemiological frontier. In the first

millennium of the modern era, up to 1000 ce, world populations did not rise

at all. This demographic downturn is of fundamental importance, yet it has

been largely ignored by historians. There may have been earlier periods of

similarly slow growth, though the available evidence makes it hard to be

sure. In the Mediterranean world system we find hints of significant de-

mographic and political collapses late in the third millennium and toward

the end of the second millennium bce. Whatever the causes of these earlier

declines, McNeill has suggested that the stagnation of the first millennium

ce was caused by increasing traffic along the major exchange networks of

Eurasia, such as the Silk Roads and the sea routes linking the Mediterranean

and South and East Asia. Disease bacteria traveled these routes as well as

people, goods, and techniques, causing massive and recurring plagues as each

region faced new diseases for which its populations lacked biological or cul-

tural antibodies. McNeill refers to this process as the "closing of the Eurasian

ecumene." 40

New diseases had their greatest impact at the extremes of the Eurasian

world system, in the Mediterranean and China, where earlier contacts had

been most restricted. They had less impact in Mesopotamia and India, re-

gions that lay closer to the hub of the Eurasian network of exchanges and

were therefore more disease-hardened. McNeill argues that more stable re-

lations with regional disease bacteria had probably evolved within each of

the regions of denser settlement by the first millennium bce, which may
explain the more rapid population growth of that millennium; the swap-

ping of disease bacteria between the major civilizations of Eurasia may help

explain the slow growth of the first millennium ce.

The relative immunity of the hub regions may lie behind the increasing
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significance in the first millennium ce of the Sassanid and then Islamic Em-
pires, both with their heartlands in Persia and Mesopotamia, and of the Gupta

Empire (320-535 ce) in northern India. But people suffered in the far east

and the far west. As McNeill argues, "In the first Christian centuries, . . .

Europe and China, the two least disease-experienced civilizations of the Old

World, were in an epidemiological position analogous to that of Amerindi-

ans in the later age: vulnerable to socially disruptive attack by new infec-

tious diseases."41 It seems likely that in the Mediterranean world, diseases

such as smallpox, measles, and rubella did not exist before the first millen-

nium ce .

42 In Rome, large-scale epidemics struck first in 165 ce. They prob-

ably took the form of smallpox, but measles and bubonic plague appeared

in succeeding centuries. The "plague of Justinian," which struck Byzantium
in 542-43, was almost certainly bubonic plague, as we have a detailed account

of it from the historian Procopius .

43 The plague recurred for at least the next

two centuries.

These devastating bacteriological exchanges did more than alter demo-
graphic patterns. They also affected state structures and even religious and

intellectual history. For example, population losses must have contributed

to the decline of the Roman Empire. In China the picture is less clear, but

there is evidence that severe infections, perhaps including smallpox and

measles, broke out beginning in the middle of the second century ce . We
also know that Chinese populations declined sharply, and that imperial po-

litical and ideological structures declined with them, during the period be-

tween the fall of the Han (220 ce
)
and the rise of the Tang dynasty (618

ce ).
44 Meanwhile, the populations of Mesopotamia, Iran, and probably

northern India held up much better, and thus these regions flourished late

in the first millennium ce . The Black Death of the fourteenth century marks

a new phase in the interchange of disease vectors, and on that occasion the

dominant disease was bubonic plague.

Other killers also slowed demographic accumulation in the era of agrar-

ian civilizations. Most important of all was the linked trio of famine, war-

fare, and urbanization. We will examine these in later sections.

States as Sources ofAccumulation Within the regions they controlled,

states and cities were powerful concentrators of wealth and powerful sources

of accumulation and innovation, for the strength of their rulers depended

on their capacity to mobilize human and economic resources. Moreover, cities

were, by their nature, important hubs for the exchange of ideas as well as

goods. Yet cities and states could dampen innovation as well.

Though individual states also rose and fell, the long-term trends all in-



TRENDS IN ERA OF AGRARIAN 'CIVILIZATIONS" 317

TABLE 10.5. AREAS RULED BY PARTICULAR STATES AND EMPIRES

Era Date

Area

Controlled

State or Empire (megameters)

Late agrarian 1 late 3rd mill, bce Sargon of Akkad,

S. Mesopotamia

0.6

late 3rd mill, bce Egypt 0.4

mid 2nd mill, bce Thutmosis III of Egypt

(1490-1463)

1.0

late 2nd mill, bce Shang dynasty, China 1.0

Late agrarian 2 mid-lst mill, bce Achaemenid Empire, Iran

(and successors)

5.5

late 1st mill, bce Mauryan Empire, India 3.0

late 1st mill, bce Han dynasty, China 6.0

early 1st mill, ce Roman Empire, Mediterranean 4.0

mid-late 1st mill, ce Early Islamic empires 10.0

mid-late 1st mill, ce 1st Turk Empire, Inner Eurasia 7.5

Late agrarian 3 early-mid 2nd mill, ce Mongol Empire, Inner Eurasia 25.0

Modern ca. 1500 ce Inca and Aztec Empires, Americas 2.2

source: Figures from Rein Taagepera, "Size and Duration of Empires: Systematics of Size,S> So-
cial Science Research 7 (1978): 108-27.

dicate a sustained increase in the reach and power of the largest and most

powerful states. Coupled with this was an increase in the number of smaller

and more rudimentary state systems with limited bureaucracies and frag-

mented sovereignty, a type of political system often referred to as feudal,

or simply as early states .

45 No state in the era of agrarian civilizations had

anything like the capacity of modern states to regulate the daily lives of their

subjects. Most ruled through chains of intermediaries, with little knowledge

of or interest in the lives of the majority of those they ruled. Yet undoubt-

edly states slowly got better at what they did, and managed their power with

great skill and efficiency as their methods of predation became less virulent

and more restrained.

An indirect measure of the increasing power of states is the area ruled

by the largest states. This trend has been roughly calculated by Rein

Taagepera. 46 The figures in table 10.5 suggest that there were three distinct

eras.
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First, from ca. 3000 to 600 bce, even the largest state systems controlled

no more than a megameter (1 megameter = too,000 km 2
)
of land. The ear-

liest imperial system, created by Sargon of Akkad, covered ca. 0.6 mega-

meters, while the Egyptian dynasties of the third millennium, its nearest

rivals, controlled at their peak about 0.4 megameters. Sargon's empire set a

threshold that was not crossed until the middle of the second millennium

when Pharaoh Thutmosis III of Egypt created a short-lived empire in Egypt

and eastern Mesopotamia, which may have covered almost 1 megameter. In

the thirteenth and twelfth centuries, the Shang dynasty in China may have

ruled as large a territory.

Second, in the sixth century of the first millennium bce, the Achaemenid

Empire set a new benchmark. At its height, it ruled ca. 5.5 megameters of

territory. For the next 2,000 years, under the Achaemenids, Seleucids, Par-

thians, Sassanids, and Abbasids, Persia was to be the heart of vast land em-

pires that controlled similar areas. These set the standard for imperial reach

throughout this period. In India, in the third century bce, the Mauryan Em-
pire briefly ruled over more than 3 megameters. No later Indian empire

reached this level again until the creation of the Mogul Empire in the six-

teenth century ce. By the first century bce, the Han dynasty in China had

begun to rule an even larger territory than Persia (more than 6.0 megame-
ters). The empire of Alexander the Great was vaster than that of the Per-

sians, but more ephemeral. By the first century ce, the Roman Republic con-

trolled an empire larger than 4 megameters. In the seventh and eighth

centuries ce, the Islamic conquests created empires, based in Mesopotamia

and Persia, that controlled about 10 megameters of Afro-Eurasia's main hub

region before they fragmented.

Third, with the remarkable exception of the Mongol Empire of the thir-

teenth century, which, at its peak controlled 25 megameters, and the much
later example of the early modern European empires, which also controlled

about 25 megameters of territory in the seventeenth century, 5 to 10 mega-

meters remained the limit of most traditional empires. Not until the mod-

ern era did improved communications and transportation technologies, com-

bined with modern military and bureaucratic techniques, make it possible

to create even larger empires.

In the Americas, the growth of state systems followed parallel trends,

but with a time lag of approximately two millennia. Agrarian civilizations

similar in scale to those of third millennium Sumer or Egypt appeared late

in the second or early in the first millennium bce. The political threshold

first crossed by the Achaemenid Empire was not breached in the Americas

before the arrival of the Europeans. In 1500 ce, the Incas ruled an area of
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ca. 2 megameters, while the Aztec Empire was much smaller, controlling an

area of only ca. 0.22 megameters. 47

Changes in religious thinking mirrored the increasing power and reach

of state structures, for religions could underpin state power by mobilizing

loyalty and justifying tributary exchanges, particularly where there were

institutionalized churches. Religions in early agrarian civilizations, like those

of the Paleolithic world, tended to be local or regional in their claims and

influence. 48 Their gods, like family members, were expected to protect par-

ticular tribes or cities and to smite their enemies. With the creation of the

first empires, regional deities were incorporated into larger, more imperial

pantheons; but religion remained a regional affair, tied closely to the for-

tunes of particular dynasties, cities, and empires. This connection can be seen

in the religious art of Naram-Sin (ca. 2250-2220 bce), the grandson of Sar-

gon of Akkad, who is portrayed as a deity ruling over many other deities.

Not until the first millennium bce do the first universal religions appear.

Though associated in practice with particular dynasties or empires, they pro-

claimed universal truths and worshiped all-powerful gods. It is no accident

that universal religions appeared when both empires and exchange networks

reached to the edge of the known universe, controlling populations with di-

verse belief systems and lifeways. Nor is it an accident that one of the ear-

liest religions of this type, Zoroastrianism, appeared in the largest empire

of the mid-first millennium bce, that of the Achaemenids, and at the hub

of trade routes that were weaving Afro-Eurasia into a single world system.

Indeed, most of the universal religions appeared in the hub region between

Mesopotamia and northern India. They included Zoroastrianism and

Manichaeism in Persia, Buddhism in India, Confucianism in China, and Ju-

daism, Christianity, and Islam in the Mediterranean world. Their appear-

ance persuaded the German existentialist philosopher Karl T. Jaspers, in a

world history first published in 1949, to name this period the "axial age." 49

A powerful indication of the growing links between different parts of Afro-

Eurasia was the way these religions traveled along trade routes, with Bud-

dhism traveling to China, along the Silk Roads, as well as Manichaeism and

Nestorian Christianity. Islam benefited from its control of the Mesopo-

tamian hub region, and it eventually spread even more widely: westward

to Spain, south to East Africa, east to central Asia and North China, and

eventually east and south to India and large areas of Southeast Asia. Chris-

tianity, though successful in the Mediterranean region for a time, had to

retreat before Islam for many centuries. Its time came late in the second

millennium ce.

Tribute-taking states, like population growth, had a significant but con-
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tradictory impact on accumulation. On the positive side, they had good rea-

son to encourage innovation and accumulation, in order to increase their

own power and efficiency. Like viruses, they could take from their prey more

or less efficiently, and more or less brutally. The most stable states and the

wisest rulers protected the productive base of their societies by taxing lightly,

maintaining basic infrastructure, upholding law and order, and encourag-

ing growth in rural populations and agricultural output. Gentle taxation and

stable rule could promote increased agricultural and artisanal production.

But it was also important to stimulate growth in other ways by maintain-

ing infrastructures such as roads and irrigation systems. The importance of

such methods is a theme that crops up over and over again in the manuals

of statecraft that appear in all Eurasian agrarian civilizations. Many ancient

writers were concerned to describe and encourage less predatory and more

sustainable forms of taxation. Thus, an eleventh-century ce Muslim prince

from Tabaristan wrote in a book for his son, "Make it your constant en-

deavor to improve cultivation and to govern well; for understand this truth:

the kingdom can be held by the army, and the army by gold; and gold is ac-

quired through agricultural development and agricultural development

through justice and equity. Therefore be just and equitable ." 50 In a similar

spirit, Chinese governments of the Song era ordered their officials to pro-

mote the use of more productive strains of rice in the south of the country.

Earlier Chinese dynasties had invested huge amounts in the buildings of

canals and improved roadways to ease the transportation of grain and other

goods to the major cities. All governments whose populations depended on

large irrigation works had to concern themselves with the maintenance of

those systems.

States could stimulate accumulation in many other ways. Most tribute-

taking states saw war as their central concern, because the conquest of neigh-

boring societies was one of the quickest ways of acquiring new resources.

So tribute-taking states always took great interest in military innovations.

Sumerian governments traded in copper and tin because they needed bronze

weaponry. Roman technology is remarkable in areas such as the building

of bridges, aqueducts, and fortifications; the use of concrete; and the con-

struction of machines of war such as catapults or siege engines, which were

built using sophisticated systems of ratchets, pulleys, and gears. Han tech-

nology (and bureaucratic skill
)
was particularly impressive in such areas as

fortification (as in China's Great Wall ), the mass production of weapons and

armor, the mobilization of resources for war, and the building of canals to

transport foodstuffs.
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Rulers often tried to enhance their prestige by supporting large build-

ing projects. The technologies used to maintain and beautify the capital city

of Rome were particularly impressive: "The Rome of 100 a.d.," it has been

suggested, "had better paved streets, sewage disposal, water supply, and fire

protection than the capitals of civilized Europe in 1800.

"

51 Like the creation

of large armies, these were projects that stimulated accumulation by en-

couraging trade and generating demand. Powerful states spent freely on

large prestige projects, including cities such as the Achaemenid capital, Perse-

polis. Such projects were designed to overawe subjects and rivals, but they

also provided employment and attracted merchants and artisans. In the pur-

suit of managerial efficiency, states also did much to promote improved

forms of literacy, though usually only among their own officials. Changes

that may have improved the effectiveness of bureaucracies include the in-

troduction of alphabetic scripts in the cities of Phoenicia ca. 1000 bce, as well

as improvements in mathematics and astronomy, which gave states greater

control over calendars and accounting. Larger and more efficient bureau-

cracies were also necessary to handle the large standing armies that began

to be used at least from the time of the Assyrian Empire. Finally, stable gov-

ernment coupled with fiscal moderation encouraged peasants to produce

larger surpluses and encouraged merchants to trade more extensively.

But while tribute-taking states often stimulated accumulation, they could

also undermine it, sometimes severely. Indeed, the basic structures of agrar-

ian civilizations ensured that this would be so. Tribute-taking elites could not

exist unless primary producers had access to the land, for that was where

most surplus resources were produced. So, in most agrarian civilizations, most

people had access to land in some form. This broad allocation of productive

resources limited the steepness of gradients of wealth and inhibited the con-

centration of resources in the hands of elite groups. It meant that though

surplus wealth could be concentrated in the hands of governments and elite

groups, the land, the fundamental productive resource in all agrarian soci-

eties, could not. Whatever symbolic claims elites might make to the land, they

had to leave most of it in the hands of the peasant farmers who normally

worked it. This requirement limited their ability to manage and supervise

agricultural production. It also explains why tributary states could survive

with such rudimentary bureaucracies: they left the most basic production

tasks almost entirely to the skills and labor of rural households.

As Marx pointed out, these relationships explain why tribute-taking elites

had to extract resources in ways that often inhibited innovation and de-

pressed productivity. 52
If peasants have enough land to support themselves,
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then they have little incentive to surrender the huge sums often demanded

by elites. For precisely that reason, elites normally had to use the threat of

force to extract surpluses. In the short or medium term, such threats, whether

used to exact regular taxes or to exact new flows of wealth through con-

quest, were simply the most effective way of getting resources, because real

growth in output usually occurred too slowly to interest rulers. This is why
Moses Finley has argued, with only slight exaggeration, that "what passed

for economic growth in antiquity was always achieved only by external ex-

pansion ." 53 In such an environment, it took an unusually far-sighted or

confident ruler to invest large amounts in projects that required several

decades to raise productivity levels. Faced with immediate crises, even the

most able rulers became brutal and destructive predators. Rulers who were

less able, or who were more desperate, used destructive fiscal methods as a

matter of course, even when they or their advisers knew that they were un-

dermining the bases of their own power. In Muscovite history, the reign of

Ivan the Terrible offers a horrifying example of the dangers of excessive pre-

dation. After his death, the powerful Muscovite empire, which had been con-

structed over several centuries, came close to collapse in a period of civil war,

famine, invasion, and depopulation known as the "Time of Troubles." The

collapse was caused largely by Ivan's overpredatory policies, which drove

peasants, the productive foundation of all agrarian civilizations, either to ruin

or to flight.

Important consequences follow from these basic structural features of

agrarian civilizations. First, elites in tribute-taking societies had to be spe-

cialists in coercion and management rather than in production. By and large,

tribute-taking elites despised productive work and those who engaged in it,

an attitude that left most of them ignorant of the productive technologies

on which their wealth was based. The official and the warrior (managers and

coercers) provided the models of elite lifeways, rather than the artisan, the

peasant, or the merchant. Tributary elites were content, for the most part,

to skim off what they needed, and to focus on the military and fiscal skills

necessary to keep on skimming. Normally, they had to be wealth takers

rather than wealth generators, and thus statecraft took precedence over eco-

nomic calculation .

54 Machiavelli's descriptions of the strategic and tactical

rules of this world are valuable despite an element of caricature:

A Prince, therefore, should have no other object or thought, nor acquire

skill in anything, except war, its organization, and its discipline. The art

of war is all that is expected of a ruler; and it is so useful that besides

enabling hereditary princes to maintain their rule it frequently enables

ordinary citizens to become rulers. . . . The first way to lose your state is
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to neglect the art of war; the first way to win a state is to be skilled

in the art of war.

In such a world, it made sense for elite males to train themselves mainly in

the exercise of coercion, rather than in intellectual or commercial activity.

Thus, time spent hunting or jousting was more useful than time spent in

the countinghouse.

[The Prince] should never let his thoughts stray from military exer-

cises, which he should pursue more vigorously in peace than in war.

These exercises can be both physical and mental. As for the first, be-

sides keeping his men well organized and trained he should always be

out hunting, so accustoming his body to hardships and also learning

some practical geography: how the mountains slope, how the valleys

open, how the plains spread out. 55

Such attitudes guaranteed that among tributary elites, violence was de-

ployed with an unashamed exuberance rare in the industrialized world to-

day, for they recognized it as the main instrument of rule. Nizam al-Mulk,

the vizier of the Seljuk sultans, quoted the Abbasid caliph Ma’mun as fol-

lows: "I have two commanders of the guard who are occupied from morn-
ing till night in cutting off people's heads, hanging people, chopping off hands

and feet, giving the bastinado and putting men in prison." And a twelfth-

century French writer describes the joy of battle: "I tell you that I never eat

or sleep or drink so well as when 1 hear the cry, 'Up and at 'em!' from both

sides, and when I hear the neighing of riderless horses in the brush and hear

shouts of 'Help! Help!' and see men fall . . . and the dead pierced in the side

by gaily-pennoned spears."56

In some circumstances, elites operated at one remove from the exercise

of violence, specializing instead in the management of coercion. In imperial

China—where, from the time of the Qin dynasty (221-207 BCE )/ which

founded the first unified imperial state, a large bureaucracy supervised

armies and tax collectors—administrative and legal forms of coercion often

won more prestige than physical coercion, and the ambitious spent more
time studying than hunting. But what they studied was control, not farm-

ing or commerce.

At the same time, peasants (the primary producers) generally had little

incentive to raise their productivity as long as they could survive, for in-

creases in output could all too easily be skimmed off by their overlords. Sta-

ble and long-lived polities such as that of China thrived in part because they

were rich enough and durable enough to maintain predictable and relatively

light levels of taxation, which gave peasants a greater stake in productivity-
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raising innovations. 5
' But even the peasants of less predatory states had lim-

ited incentives to innovate. Normally, they lacked the financial resources,

the ability to take risks, and the training necessary to experiment with new

technologies.

All in all, as Joel Mokyr has argued, technological innovation is unlikely

to happen quickly where those who work lack wealth, education, and pres-

tige, and those who are wealthy, educated, and have prestige know nothing

about productive work. In agrarian civilizations, tributary elites had signif-

icant control over networks of informational exchange, and their hostility

to technological thought must have significantly slowed the circulation of

innovations in productive techniques .

58 To complete this vicious circle, slow

growth rates themselves inhibited investment, for they meant that returns

on investments could be expected only in the remote future, and few tradi-

tional rulers operated within such time frames. In a world of sluggish growth

(by modern standards), investing in growth was far too slow a method of

increasing revenues: conquest was normally a more promising gambit. In

all these ways, the social and economic structures on which tributary states

built their power slowed innovation in productive technologies.

Exchange, Commerce, and Urbanization Yet another motor of innova-

tion in the era of agrarian civilizations was commercial exchange. Those who
specialized in such commerce had to be expert in the manipulation of con-

sensual systems of exchange even if they were usually willing to use force

when they could get away with it. But force normally played a lesser role,

either because commercial exchanges occurred beyond the reach of coercive

forms of power or because they concerned goods that did not interest those

with the power to coerce. Because efficiency as well as consent is normally

more important than force in commercial exchanges, it has generally been

assumed that commerce is more likely than tribute-taking to generate

efficiency-raising innovations.

Though tribute-taking dominated exchanges within most states before

the modern era, rulers had less power to control resources beyond their

borders. So, except where backed up by invading armies, international ex-

changes were often more consensual. As a result, consensual commercial

exchanges could normally reach further than exchanges controlled by trib-

utary rulers. The growth of populations, the spread of agrarian civilizations,

and improvements in means of communication all tended, over long peri-

ods, to increase the volume and extent of long-range commercial exchanges.

These, in turn, hastened the spread of new productive military and mana-

gerial techniques and of new products within expanding world systems, be-
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cause merchants usually had good reason to seek out innovations that might
give them a commercial advantage. (It was pressures such as these that led

states and merchants in western Eurasia to successfully pursue the secrets

of silk making in the first millennium ce.) But commercial exchanges also

developed a synergy of their own, for innovations from different regions

often formed new and even more fruitful combinations in their new home,
thereby enhancing the scale and extent of their impact. 59 One spectacular

example is the military synergy created by the introduction of horse riding

from the steppes into agrarian civilizations, a process that revolutionized

warfare. On the other hand, we will see that interregional exchanges could

also retard processes of accumulation in the era of agrarian civilizations,

mainly through their indirect impact on disease patterns; and at the same
time, interregional contacts were often stifled by the greed of excessively

predatory states. So commerce, too, could stimulate change, but not as pow-
erfully as it does in the modern world.

Most tributary elites disdained the noncoercive exchanges of commerce
and those who engaged in them. Their disdain is apparent in the official val-

ues of most imperial systems: in the Confucian system of values, in the In-

dian caste system, in Roman attitudes toward merchants, and, in general,

in the low status accorded to merchants in most agrarian states. Neverthe-
less, in the very long run, systems of exchange expanded throughout the

era of agrarian civilization; as they did, so did the volume of wealth han-
dled by merchants and entrepreneurs, and so, eventually, did the influence

of these groups.

As networks of exchange reached further, and long-distance exchanges

became more frequent, hub regions gained increasing strategic importance

as more information and wealth flowed through them. Because cities de-

pend so much on commerce, urbanization provides a good indirect measure
of these trends. The history of urbanization in Eurasia matches patterns we
have already observed (see table 10.6). Here, too, a critical threshold seems
to have been crossed in the first millennium bce .

60 In the third millennium
bce, there were perhaps eight cities with at least 30,000 inhabitants. All were
in the Afro-Eurasian hub region of Mesopotamia or Egypt, and their com-
bined population was about 240,000. By 1200 bce, there may have been six-

teen cities of this size, with a combined population of half a million, but these

were now scattered throughout the eastern Mediterranean, northern India,

and China. In 650 bce, there were still only twenty cities this size, with a

combined population still under a million. But by 430 bce their numbers
exceeded fifty, by 100 ce over seventy, and their total populations were, re-

spectively, 2.9 million and 5.2 million. The demographic downturn of the
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TABLE 10.6. LONG-TERM TRENDS IN URBANIZATION IN AFRO-EURASIA

Date

No. of

Largest Cities

Size of

Largest Cities

Total Population

in Largest Cities

2250 bce 8 ca. 30,000 240,000

1600 13 24,000-100,000 459,000

1200 16 24,000-50,000 499,000

650 20 30,000-120,000 894,000

430 51 30,000-200,000 2,877,000

100 CE 75 30,000-450,000 5,181,000

500 47 40,000-400,000 3,892,000

800 56 40,000-700,000 5,237,000

1000 70 40,000-450,000 5,629,000

1300 75 40,000-432,000 6,224,000

1500 75 45,000-672,000 7,454,000

sources: Stephen K. Sanderson, "Expanding World Commercialization: The Link Between

World Systems and Civilizations," in Civilizations and World Systems: Studying World-

Historical Change, ed. Stephen K. Sanderson (Walnut Creek, Calif.: Altamira Press, 1995 ),

p. 267; based on Tertius Chandler, Four Thousand Years of Urban Growth:An Historical Cen-

sus (Lewiston, N.Y.: St. David's University Press, 1987 ), pp. 460-78 .

first millennium ce meant that this was the high-water mark for urban-

ization before the second millennium. In 1000 ce, there were no more people

and no more towns than in 1 ce.

Directly or indirectly, urbanization and state activity encouraged trade

at all ranges in the era of agrarian civilizations. The earliest governments

in Mesopotamia, Egypt, and China took an active part in organizing and

managing exchanges both in essential and in luxury goods. By the middle

of the third millennium, governments and temples traded extensively, used

gold and silver to keep accounts, and even acted sometimes as lenders (at

interest) or bankers. In general, market exchanges flourished where tribu-

tary methods didn't work effectively.

61 Thus, states had to trade where highly

valued or strategic goods were beyond the reach of their armies. In those

cases, William McNeill points out, “Rulers and men of power had to learn

to deal with possessors of such commodities more or less as equals, substi-

tuting the manners and methods of diplomacy for those of command ." 62

But military expansion, for all its brutality, could also provide a particularly

powerful stimulus for commercial and intellectual exchanges. For example,
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the conquests of the Achaemenid and Hellenistic dynasties encouraged com-
mercial and intellectual exchanges reaching from central Asia to India to

the western Mediterranean. In the East, the expansion under the Han and

Tang dynasties had similar catalytic impacts within China. The intellectual

residue left by these exchanges shaped the cultural traditions of the Per-

sian, Indian, Chinese, and Mediterranean worlds.63

In local trade networks, too small to interest tributary overlords, peddlers

or market traders or peasants were usually better than government bu-

reaucracies at dealing with petty exchanges. Thus competitive markets ex-

isted even in the earliest agrarian civilizations. And so did merchants, even

though, in the earliest states, they often operated in close association with

governments and had something of the position and status of high gov-

ernment officials.
64 By the early second millennium bce, records from cities

such as Ebla and Mari show the existence of independent trading firms in

Mesopotamia, though their trade was probably supervised or licensed by
governments. 65

By the second millennium, commerce was vigorous enough in some re-

gions to provide a more important economic basis for small city-states than

did tribute-taking. An early example of this kind of state may have been

Ebla in northern Syria, which flourished in the era of Sargon. Ebla's re-

markable cuneiform texts, which contain detailed accounts of trade and of

state involvement in trade, were found only in 1974. The records of the trad-

ing city-state of Kanesh (modern Kiil-tepe) in central Anatolia also offer

detailed evidence on markets, prices, and credit systems early in the second

millennium bce .

66 A more familiar example from the first half of the sec-

ond millennium is the Minoan state, based on the island of Crete, which

dominated trade networks linking agrarian regions throughout the Mediter-

ranean. In central Asia, a flourishing system of trading cities emerged early

in the second millennium bce in the so-called Oxus civilization. Later ex-

amples of such trade-based polities include the Mycenaean Greeks who in-

herited Minoan trade networks from ca. 1400 bce; the Phoenician cities, such

as Tyre and Sidon in modern Lebanon; and Greeks of the archaic period, early

in the first millennium. They also include the many trading city-states of

East Africa, the coast of India, and Southeast Asia. The trading city-states

of the Mediterranean world established networks of colonies, the Greeks

mainly along the northern shores of the inland sea and the Phoenicians mainly

along the southern shores. The most important of the Phoenician colonies

was Carthage (in modern-day Tunisia), founded by Tyre in 814 bce.

Afro-Eurasian trade networks expanded rapidly after 1000 bce. In west-

ern Eurasia, commodities such as silver had functioned loosely as forms of
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money since the third millennium, while in China, cowrie shells and cloth

had played a similar role from at least the middle of the second millennium .

67

But proper coinage, with its value stamped on it, first appeared in the mid-

dle of the first millennium bce. Coins were circulating in Anatolia in the

seventh century, and in northern China perhaps equally early; by the fourth

century bce, coins were in use in all the major regions of agrarian civiliza-

tion in Eurasia. This innovation greatly simplified commercial exchanges.

Equally decisive was the appearance, also from the middle of the first mil-

lennium, of vigorous commercial exchanges between eastern, southern, and

western Eurasia, both by land and by sea .

68
Initially, states played a vital

role in stimulating trade along these routes and in protecting their own mer-

chants. Such action is particularly clear in the case of Han China, whose gov-

ernment expanded toward central Asia, at great expense, under the emperor

Han Wudi late in the second century bce. However, the actual task of car-

rying goods was normally left to merchants, who transferred goods—often

with the help and protection of pastoral nomads, or local naval powers—in

relays from one end of Afro-Eurasia to the other.

As any elementary economics textbook will explain, commerce, conducted

in competitive markets by actors free to profit from their transactions, can

provide a powerful stimulus to innovation. In a competitive environment,

where naked coercion is ruled out, cost cutting is often the most effective

way of competing with rivals; thus merchants generally have good reasons

to keep prices low by operating at maximum efficiency. And they often have

the knowledge to lower prices, because their wide contacts can alert them

to new and more efficient ways of doing things. It follows from these gen-

eral rules that commercial activity is most likely to stimulate cost-cutting

innovation and raise productivity levels in those areas where markets re-

ally are competitive and where commercial activity is relatively free from

the control of tributary elites, who were often more interested in taking than

in generating wealth.

Within agrarian civilizations, two types of regions stand out in this re-

spect. In peripheral regions or regions of agrarian civilization where fiscal

pressure was lightest, peasants stood to benefit from productivity-raising

innovations because they could often keep the surpluses they generated. In

the "barbarian" lands of northern Europe in the classical era, rural produc-

ers had greater independence than within the Roman Empire and often

found it worthwhile to experiment. Indeed, many new techniques appeared

first within these communities. For example, Roman writers credited the

Celts with "the invention of enameling, the spoked wheel, soap, improved

agricultural implements, and advanced ironworking techniques ." 69 In east-
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ern Europe, the introduction of rye allowed the eventual settlement of the

lands between eastern Europe and the Urals, which were poorly suited to

the traditional crops of the Mediterranean or western Europe. Communi-

ties of farmers, such as the Goths, sometimes found it profitable to engage

in a combination of pillage and trade, particularly along the borders of a de-

caying Roman empire. But even peasants within agrarian states were likely

to take more interest in raising productivity when they had secure access

to land and were not taxed too heavily. The surprisingly high yields of peas-

ant farming in China in the centuries before the modern era almost cer-

tainly had something to do with the fact that tax levels were usually mod-

est (because Chinese governments did not usually spend as much on

warfare as did contemporary European states) and that the proportion of

peasants who owned their land was high .

70

The second area in which the productivity-raising potential of commerce

tended to increase consisted of regions of small tributary states near the hubs

of regional trade systems. Because they were small, such states had access

to limited tributary revenues. But if the states were situated near imperial

systems with flourishing networks of trade, their rulers could collaborate

with local merchants to secure additional revenues from commerce. In such

regions, markets were more likely to be genuinely competitive, because

smaller states had less opportunities than the great tributary juggernauts

to support themselves purely from tributary revenues. Indeed, in the era

of agrarian civilizations, the real dynamos of innovation were often re-

gions of petty states or city-states lying near the hubs of regional networks

of exchange. If, in addition, such states existed in regions of intense inter-

state rivalry, the pressures to seek a mixture of commercial and tributary

revenues were particularly strong. And those that succeeded commercially

sometimes managed to tap into huge flows of wealth and information. By

doing so, small states, such as classical Athens or early modern Genoa or

Venice, sometimes became major powers despite their limited internal

resources.

As Anthony Giddens has pointed out, in the era of agrarian civilizations,

small, commercialized states often appeared not as isolated entities but in

entire systems, which were usually highly competitive, and within which

merchants generally had higher status than in larger tributary polities .

71

Such regions were particularly likely to pioneer innovations, especially in

commercial methods, in transportation, and in warfare. It is no wonder that

the earliest alphabetical scripts are Phoenician, or that modern mathemat-

ics and the classical military phalanx owe so much to the Greek city-states,

or that the trading cities of Islamic central Asia did so much to preserve the
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technical and scientific knowledge of the classical world, or that modern com-
mercial techniques are so indebted to the city-states of Renaissance Italy.

72

Urbanization and commercialization encouraged accumulation of many
different kinds: accumulation of wealth, of ideas, of new technologies and

methods of doing things. But increasing commercial activity, like the state,

could also undercut growth, and it did so primarily by affecting patterns of

disease. Most precapitalist cities were unhealthy places to live in; their filth

and congestion provided such benign environments for disease bacteria that

city dwellers normally had lower life expectancies than village dwellers. Un-
til the twentieth century, cities were the social equivalent of galactic black

holes, sucking in and destroying surplus populations from their hinterlands.

Thus urbanization itself dampened population growth, and it did so most
decisively when cities grew fastest. As we have seen, expanding trade net-

works could have a similar effect, but on a much larger scale, by encourag-

ing the exchange of diseases. For this reason, we cannot take the spread of

cities and of trade as unambiguous measures of growth, though they are

often indicators of increasing innovation.

Finally, the chances of commercial activity stimulating innovation were
stifled throughout the era of agrarian civilizations by the fiscal methods of

powerful tributary states. Though tributary states normally tolerated and

sometimes encouraged commerce, their predatory methods and willingness

to resort to force were ever-present threats to the freedoms needed for trade

to flourish. There was therefore a fundamental long-term conflict between

the methods of tribute takers and those of merchants; and as long as tribu-

tary elites dominated political systems, this conflict limited the productivity-

raising potential of commercial activity.

Rates of Innovation

We have seen that population growth, increasing state power, and increas-

ing commercialization all stimulated innovations and growth in the era of

agrarian civilizations. But each of these factors could also inhibit accumu-
lation. This contradictory pattern may help explain some important gen-

eral features of the era of agrarian civilizations. First, despite the existence

of new sources of innovation, long-term rates of population growth were
not strikingly different from those of the early agrarian era. The negative

impact of overpredatory tributary states and of new disease patterns coun-

terbalanced the more positive influences of population growth, increasing

state power, and commercial expansion. Second, throughout this era the rate

of innovation was sluggish. There were innovations in many areas, of course,

from bureaucratic management, to literacy, to warfare, to communications
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and metallurgy. Furthermore, increasing commerce ensured that technolo-

gies such as bronze- or ironworking or horse riding or chariot warfare would

spread widely throughout Afro-Eurasia. Nevertheless, what is striking over

the entire 4,000 years is how limited innovations were, particularly in pro-

ductive technologies—in methods of farming and manufacturing. Finally,

it is precisely this pattern of sluggish growth that explains the basic Malthu-

sian rhythm of rise and fall that appears to have been characteristic of all

agrarian civilizations. On the whole, in this era of human history, funda-

mentally new technologies contributed less to accumulation than did the

gradual spread of small improvements to already-existing technologies, such

as those of the secondary products revolution, which had been pioneered

during the early agrarian era.

SUMMARY

Agrarian civilizations have dominated the stories told in modern histori-

ography. From the moment of their appearance, about 5,000 years ago, they

slowly expanded and became more powerful. Though they were never

alone—they shared the world with many other types of communities not

organized in states—they eventually became the most populous and most

powerful social organizations in the world. Their power grew as new states

appeared, as managerial techniques improved, and as the area controlled by

states increased. Their size, together with the extent and vigor of exchanges

within and between agrarian civilizations, ensured that innovation contin-

ued throughout this period. The main motors of innovation were popula-

tion growth, state activity, and increasing commercial activity and urban-

ization. But each of these mechanisms could also slow innovation. As

regional populations came into contact with each other, they swapped dis-

eases in exchanges that sometimes led to catastrophic epidemics that un-

dermined state power and led to regional declines. Tribute-taking states

depended primarily on the coercive extraction of resources, and they were

often ambivalent or hostile in their treatment of entrepreneurial activity.

Yet entrepreneurial activity was itself one of the most important motors

of innovation. Cities, too, were vital clearinghouses for informational and

commercial exchanges, but their unhealthy environments slowed popula-

tion growth and spread disease. In all these ways, the activities of agrarian

civilizations stimulated but also slowed innovation. These contradictory

influences had a contradictory outcome: though the history of the era of

agrarian civilizations is characterized by innovations ofmany kinds, nowhere

was innovation sufficient to keep up with the pace of population growth.

And this is why the rhythms of historical change in this period were dom-
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inated by Malthusian cycles—long periods of demographic, commercial, and

economic growth followed by periods of decline before growth began once

again.

FURTHER READING

The era of agrarian civilizations has been the subject of a vast amount of

scholarship, but surprisingly little of that scholarship has focused on the large

trends. Works that do, include the remarkable articles of Rein Taagepera and
the collections within the world systems tradition by Stephen K. Sander-

son, Andre Gunder Frank and Barry Gills, and Christopher Chase-Dunn and
Thomas Hall listed in the bibliography. They also include the many fine texts

on world history available today, many of which focus on the period from
ca. 3000 BCE to 1500 ce. Some of the best are Jerry Bentley and Herbert

Ziegler, Traditions and Encounters (2 vols.; 2nd ed., 2003); Richard Bulliet

et al., The Earth and Its Peoples (1997); and Howard Spodek, The World's

History (2nd ed., 2001). There are also good surveys in William McNeill's

classic study, The Rise of the West (1963), and in volumes 3 and 4 of the se-

ries of histories edited by Goran Burenhult, The Illustrated History of
Humankind (1994). Michael Mann's The Sources of Social Power (1986)
surveys the history of state power, while Tertius Chandler's Four Thousand
Years of Urban Growth (1987) surveys urbanization. Finally, historical so-

ciologists, such as Anthony Giddens (see especially A Contemporary Cri-

tique of Historical Materialism [2nd ed., 1995] and its second volume, The
Nation-State and Violence [1985]), and Michael Mann, have taken up some
of the themes discussed in this chapter.
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APPROACHING MODERNITY

In the past thousand years, and particularly in the past two or three hun-

dred years, a transformation more rapid and more fundamental than any

other in human history has taken place. A new threshold was crossed, lead-

ing to a fundamentally new type of society. Anthony Giddens writes, "Over

a period of, at most, no more than three hundred years, the rapidity, drama

and reach of change have been incomparably greater than any previous his-

torical transitions. The social order . . . initiated by the advent of modernity

is not just an accentuation of previous trends of development. In a number

of specifiable and quite fundamental respects, it is something new." 1 The

change is not just important for humans; it is an event of planetary sig-

nificance because the impact of humans on the biosphere has now taken on

entirely new dimensions .

2

Because we live in the middle of this transformation, it is hard to see its

features clearly and objectively. So, in describing it, I will settle for a delib-

erately vague label: "the Modern Revolution."

THE WORLD ON THE EVE OF MODERNITY

In order to grasp the scale and significance of the Modern Revolution, it may
help to begin with an imaginary tour of the world on the eve of modernity,

in the early centuries of the second millennium ce.

In Europe and the People without History (1982), Eric Wolf takes his

reader on a tour of the world in 1400. 3 This overview reminds us how much
of the world was not yet incorporated in regions of agrarian civilizations even

at that late date. Though they had steadily encroached on the lands of inde-

pendent farmers, pastoralists, and even foragers, in 1000 ce agrarian civi-

lizations still controlled less than 15 percent of the lands ruled by modern

335
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states. We therefore must not project back into the agrarian era the devas-

tating impact that modern states have had on stateless communities in the

past 500 years. In practice, stateless communities, including the peasant farm-

ers of northern Europe or Manchuria, or the pastoralists of Mongolia or the

Scythian steppes, could still pose severe military challenges to the mightiest

of agrarian empires. At the same time, relations between different types of

communities were shaped as much by exchanges as by conflict. Pastoral no-

mads exchanged horses and hides for city-produced silks or wines; Siberian

foragers exchanged walrus tusks or furs for metal goods; and horticultur-

alists in the jungles of Central America or tropical Africa traded gold, feath-

ers, jaguar skins, and slaves for city-produced goods of various kinds. Con-
versely, states from China to Rome needed the horses and the hired soldiers

of the steppes; their merchants traded with and through the steppes, and

with the forest zones beyond them. In the Americas, too, cities had to trade

with or through regions controlled by communities without state structures,

along trade routes that linked them with remote jungle communities.

Analytical categories encourage us to think of each lifeway as a world of

its own, but as Wolf insists, this was never true: "Everywhere in this world

of 1400, populations existed in interconnections. Groups that defined them-

selves as culturally distinct were linked by kinship or ceremonial allegiance;

states expanded, incorporating other peoples into more encompassing po-

litical structures; elite groups succeeded one another, seizing control of agri-

cultural populations and establishing new political and symbolic orders."4

The elites of agrarian civilizations normally regarded those who lived be-

yond their borders (and many who lived within them) as "barbarians." The
barbarian communities included foragers, pastoralists, horticulturalists, and

small-scale farmers, who often used seminomadic forms of swidden agri-

culture and still hunted and gathered some of their produce. Working within

the networks linking these worlds were traders of various kinds—some
ruthless and predatory, others more consensual in their methods. Most
people still lived in small communities. Here, kinship was more important

than state power. This was true even of the villagers who made up most of

the populations and produced most of the resources of agrarian civilizations.

Of course, villagers could not ignore the oppressive burden of landlords or

tax gatherers, or the passage of armies that led so often to death, disease, or

enslavement. But for most households, most of the time, the local commu-
nities of family, kin, and neighborhood were what counted.

In a vast frontierland reaching away from the regions of agrarian civi-

lizations, there lived communities of farmers organized in villages, often

under kin-based leaders. Some of these communities were on the verge of
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statehood. Much of the Amazon basin was populated by small communi-

ties of horticulturalists who also engaged in hunting and gathering. In

North America, along the Mississippi River, farmers lived in dense com-

munities structured almost like states. Some sites of the Mississippian cul-

ture, such as Cahokia, near St. Louis, may have contained more than 30,000

people. Cahokia was a huge political and ceremonial center, with some 100

earthen mounds. Elements of the Mississippian culture survived until the

sixteenth century, though the major sites such as Cahokia had declined long

before; and surviving communities were decimated by Eurasian diseases

when first contacted by Europeans. But we have one recorded eyewitness

account from a French explorer, Le Page du Pratz, who lived briefly among

the Natchez tribes of the Mississippi valley. As Brian Fagan summarizes,

"He found himself in a rigidly stratified society—divided into nobles and

commoners and headed by a chieftain known as the Great Sun—whose

members lived in a village of nine houses and a temple built on the sum-

mit of an earthen mound. Pratz witnessed the funeral of the Great Sun.

His wives, relatives, and servants were drugged, then clubbed to accom-

pany him in death." 5

Large communities of farmers could be found in much of western and cen-

tral Africa as well. In some regions, such as those occupied by modern Zim-

babwe, or the lands north of modern Ghana, high population densities and

extensive trade networks supported state systems from the middle of the first

millennium ce, or perhaps even earlier. The states of West Africa depended

largely on their control of trade networks specializing in gold that crossed

the Sahara and either reached the Mediterranean shores near modern Mo-
rocco or reached Egypt and the Islamic world. The states that emerged in cen-

tral and East Africa traded with coastal cities whose Muslim merchants car-

ried their goods (above all, gold and slaves) to the Islamic world and to South

and Southeast Asia. In the fourteenth century, the Chinese fleets that sailed

under the Muslim eunuch Zheng He reached the eastern shores of Africa.

But even these expeditions were novel only insofar as they cut out the middle-

men in ancient trading networks. There were African slaves in China from

at least the seventh century ce, and, Wolf reports, "by 1119 most of the

wealthy people of Canton were said to have possessed Black slaves." 6

Northern Europe also supplied slaves to neighboring agrarian civiliza-

tions, and until late in the first millennium ce, much of Europe remained a

world of stateless farmers. Such regions, though lacking the large standing

armies of agrarian empires, could prove dangerous to their "civilized" neigh-

bors. This was particularly true where the wealth of neighboring agrarian

civilizations prompted emulation and attempts at conquest. Gothic raiders
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founded a series of dynasties in the remains of the Roman Empire in the

fifth and sixth centuries ce, while Manchurian dynasties created several

states in North China from as early as the fourth century ce

—

including

the last dynasty of premodern China, the Qing or "Manchu" (r. 1644-1911).

Such conflicts often prompted the spread of state structures beyond the es-

tablished frontiers of agrarian civilizations. In the middle of the first mil-

lennium ce, states began to appear throughout northern Europe. In eastern

Europe, agricultural populations expanded rapidly and migrated into what

is today Ukraine and Russia; thus, by the end of the millennium, states had

also appeared in much of eastern Europe.

In the New World, too, agrarian civilizations were often threatened by

neighboring "barbarians." In Mesoamerica, several great cities, including

Teotihuacan and Tula, suffered devastating raids from communities farther

north, with whom they already had links of culture and trade. The career

of the Aztecs parallels that of the Goths. Originally known as the Mexica,

the ancestors of the Aztecs came from horticulturalist or foraging commu-
nities north of the Valley of Mexico whose worlds were influenced in many
ways by the cultural heritage of central Mexico. From their homelands, the

Aztecs moved into the Valley of Mexico, where they survived in marginal

lands between the region's major city-states. In the fourteenth century, they

began to hire themselves as mercenary soldiers, until in 1428 they over-

threw their masters and created a dynasty of their own. 7 Large regions of

stateless farming communities also flourished in much of Southeast Asia

and on the borders of an expanding China. The most isolated communities

of this kind could be found in the islands of Melanesia and Polynesia.

In Afro-Eurasia, there was another important type of frontier: between

farming regions and regions of pastoralism. Pastoralists survived in lands

too arid to support dense farming populations. These lands stretched from

Mongolia through the steppes of Inner Eurasia and Iran, through to Meso-

potamia and the Sahara, and south into East Africa. 8 Pastoralism based

mainly on horses, goats, sheep, and camels was the most widespread life-

way throughout the arid steppelands and deserts of Eurasia. Camel pastoral-

ism was particularly important in the heartland of Arabia and in the Sahara

Desert. Much of central and eastern Africa was populated by large com-

munities of cattle-herding pastoralists. Pastoralist communities normally

consisted of kin-based groups organized in clans, tribes, and occasionally

(particularly in times of widespread conflict) larger intertribal alliances.

In times of peace, pastoralists traveled in small groups of a few households

along established migration routes. They either erected tents at each new
campsite or traveled in covered mobile homes. The Greek writer known as
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pseudo-Hippocrates described the wagons used by the Scythians north of

the Black Sea more than 2,000 years ago: "The lighter wagons have four

wheels but some have six, and they are fenced about with felt. They are built

like houses, some with two divisions and some with three, and they are proof

against rain, snow and wind. The wagons are drawn by two or three yokes

of hornless oxen; hornless because of the cold. The women live in these

wagons while the men ride on horseback, and they are followed by what

herds they have, oxen and horses." 9

Everywhere, pastoralists had a significant impact on neighboring com-

munities because their limited productivity and great mobility encouraged

them to trade with agrarian or forager neighbors, while their virtuosity as

warriors meant that raiding was often a profitable alternative to trade. Their

raids provoked similar strategies of counterinvasion and wall building from

North China to central Asia to the Balkans .

10 The horse-riding pastoralists

of the Inner Eurasian steppes created powerful military alliances from per-

haps as early as the second millennium bce. Because the steppes supported

small populations, such alliances could turn into more durable structures

only if they managed to extract large amounts of wealth from neighbor-

ing agrarian civilizations; the most powerful pastoralist armies thus ap-

peared along trade routes or at the borders with agrarian neighbors. Some
of these structures deserve the name of states, despite their differences from

the states of the agrarian world. They were not products of pastoralism,

agriculture, or trade but of a complex intertwining of these different life-

ways .

11 The best-known pastoralist empire is that of Genghis Khan. Created

in the thirteenth century, in campaigns of conquest more spectacular and

more durable than those of Alexander the Great, the Mongol Empire even-

tually controlled all of the Inner Eurasian steppelands, most of Iran, and

all of China. It was the first political system to touch all major regions of

Eurasia.

The frontiers between agrarian civilizations and pastoralism may have

been the most active and complex of all frontier zones. Here, perhaps more

than anywhere else in the world, we can see the powerful intellectual syn-

ergies that could be generated when communities with different technolo-

gies and lifeways regularly exchanged ideas, goods, and people. And such

exchanges made these frontiers a powerful motor of innovation through-

out the Afro-Eurasian world zone. Through them were transferred new

technologies, including those of horse riding, metallurgy, and warfare, as

well as religious ideas from shamanism to Buddhism, Islam, and Christianity.

They also transmitted diseases, genes, and languages. Indo-European lan-

guages expanded, probably from somewhere in modern Russia, to the bor-
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ders of China, to India, to Mesopotamia, and to Europe, carried by pastoralist

migrants. The armies of agrarian civilizations often contained contingents

of cavalry from the steppes. And sometimes pastoralist leaders, from the

Parthians to the Seljuks and Moguls, set up successful dynasties in the bor-

derlands and then moved into the citied heartlands.

Smaller and less powerful kin-based communities of foragers could be
found in much of Siberia, along the shores of the Arctic, in parts of Africa,

in much of North America, in much of the southern half of South Amer-
ica and the Amazon basin, and throughout Australia. Their lifeways var-

ied greatly, and no generalizations can do justice to that variety. A verbal

photograph of a single group will have to do here.

The Khanty and Mansi lived in western Siberia, east of the Urals Moun-
tains. They spoke languages distantly related to modern Finnish and Hun-
garian. In the seventeenth century, as Muscovite traders and soldiers en-
tered their territory, they probably numbered about 16,000 people. (The
population of Muscovy at this time was about 10 million, a powerful re-

minder of the huge demographic difference between foraging and agrarian

communities.) According to the accounts of Muscovite travelers, the Khanty
and Mansi lived mainly by hunting and fishing. But they also borrowed tech-

niques from neighbors. Some southern clans cultivated barley and herded
cattle and horses, while some northern clans engaged in reindeer herding,

like their neighbors the Samoyed. Their outer garments were made from
reindeer and elk skins or furs, though some clans also used feathers or fish

skins. In the south, some even wove cloth from vegetable fibers. Most Khanty
and Mansi lived in semipermanent winter camps; in the summer they moved
to hunting and fishing grounds, where they lived in birch-bark tents. They
traveled the extensive rivers of their homelands using birch-bark canoes in

warm weather and skis in winter. Though small in numbers, the Muscovites
found them formidable military opponents, for they used metal armor, long-

bows, and iron spears.

The following account of their lifeways was recorded by a Muscovite am-
bassador to China in 1675. As with all accounts by literate travelers from
agrarian civilizations, we learn from it almost as much about the attitudes

of the writer as about the society being described:

All the Ostyaks [Khanty] catch great quantities of fish. Some eat it raw,

others dry it and boil it, but they know neither salt nor bread, nothing
but fish and a white root susuk, of which they collect a supply in sum-
mer, dry it, and eat it in winter. Bread they cannot eat; or if any do eat

their fill of it, they die. Their dwellings are yourts [i.e., yurts]; and they
catch fish not merely for the sake of food, but to make themselves cloth-
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ing out of the skins—also boots and hats, sewing them with sinews of

the fish. They make use of the lightest possible boats, built out of wood,

holding five or six men, and even more. They always carry with them

bows and arrows, to be ready to fight at any moment. Wives they have

in plenty—as many as they wish, so many do they keep .

12

Like the Khanty and Mansi, many foraging communities had significant

contacts with larger communities, with whom they exchanged technolo-

gies and goods of various kinds. Some systems of exchange were thousands

of years old. These include the trades in arctic goods such as walrus tusks

and precious furs that linked Siberian communities of foragers with com-

munities of farmers or pastoralists to their west or south, and, indirectly,

with the cities even farther south. In South America, the large agrarian

populations of the western slopes of the Andes traded with stateless com-

munities of the eastern slopes for prestige goods such as feathers, coca, and

jaguar skins, or sought access to the gold of the Amazon basin through in-

direct systems of exchange that passed in relay through many different

hands. Even some of the domesticated crops of western South America, such

as sweet potato and peanuts, may have come from the tropical forests of

the Amazon basin .

13 Such trades sometimes enabled local chiefs to build

up more powerful political systems than would have been possible other-

wise. The military confederations that formed in the northeast of North

America and in southeastern Canada during the eighteenth century were

built on the weapons and the liquor traded inward from Europe in return

for furs. But though at first such exchanges might have appeared quite

equal, they were dangerous for indigenous communities in the long run.

Fur lured the Russian state deep into Siberia, and French and British traders

deep into North America and Canada, with immense and tragic conse-

quences for the many communities of foragers and horticulturalists with

whom they traded.

Even the remotest communities often had some contact with agrarian

communities, or practiced minimal forms of domestication. Along the

northwestern shores of Australia, in recent centuries, communities were vis-

ited periodically by traders from Sulawesi whose crews brought trade goods

including glass, pottery, tobacco, and metalwares in return for the prized

trepang, or sea cucumber. These they sold in Southeast Asia and China as

a gastronomic delicacy and an aphrodisiac.

In these and many other ways, communities of farmers, pastoralists, and

foragers within and beyond the borders of agrarian civilizations helped shape

each others' histories. But for most of the agrarian era, the balance of power

between agrarian civilizations and other communities was much less un-
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even than it has been in the modern era. The ecological and cultural het-

erogeneity that could be found throughout the inhabited world in xooo ce

was one of the main casualties of the Modern Revolution.

THE MODERN REVOLUTION

Many features of the world described above had existed for millennia—yet

most had vanished by 2000 ce. The world of the early twenty-first century

is utterly different from the world of seven or eight hundred years ago. In-

deed, the transformations caused by the Modern Revolution have been so

all-embracing that it is hard to think of areas of life that they did not trans-

form. What follows is little more than a checklist of some of the more im-
portant changes.

Population Growth

Population growth has accelerated sharply, as can be seen from a glance at

figure 11.1 or table 11.1. In i960, an attempt to calculate the mathematical
tendency of global population in the past 2,000 years concluded that human
populations would reach infinity on Friday, 13 November 2026. 14 This cal-

culation (which came to be known as the "doomsday equation") is a re-

minder that such rates of growth cannot be sustained forever. In 1000 ce,

the world's population stood at about 250 million. At the end of the twen-
tieth century, it had multiplied twenty-four times, to reach 6 billion. Most
of this growth occurred in the second half of the second millennium. In 1500,
world populations stood at about 460 million; in 1800, they stood at 950
million, or just under 1 billion; and by 1900, they had reached just over 1.6

billion. In the 800 years before 1800, populations increased by about four

times, while in the two centuries after 1800, they multiplied by six times.

As a result, the doubling time for world populations declined sharply, par-

ticularly in the past two centuries (see table 6.3). As table 11.1 shows, in the

past two centuries, populations grew throughout the world.

The bloom of human populations revealed in table 11.1 will probably peak

in the twenty-first century. Even so, it is a phenomenon of planetary

significance, for it has affected the entire biosphere. Humans have become,

as Lynn Margulis and Dorion Sagan put it, "a sort of mammalian weed." 15

Carlo Cipolla comments: "A biologist, looking at the diagram showing the

recent growth of world population in a long-range perspective, said that he
had the impression of being in the presence of the growth curve of a mi-
crobe population in a body suddenly struck by some infectious disease. The
bacillus' man is taking over the world." 16 One large species, our own, has
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Figure 11.1. Human populations, 1000 ce to now. Based on table 6.2.

acquired a quite unprecedented capacity to divert the planet's resources to

its own uses. As we have seen, humans are currently co-opting at least a

quarter of the energy that enters the biosphere through sunlight and pho-

tosynthesis (see p. 140). No wonder human population growth has been ac-

companied by a sharp decline in the number of other species.

Technological Virtuosity

Sustained population growth presupposes an increase in the resources

available to feed, clothe, and sustain human populations. But growth this

rapid requires more than just an increase in the available land; it also re-

quires greater productivity, which implies increased rates of ecological and

technological innovation. Thus rapid population growth has been accom-

panied by (indeed, made possible by) a dazzling display of technological vir-

tuosity. In the past two centuries, innovation has ceased to be sporadic and

occasional; it has become general and pervasive. And there is no sign that

this burst of innovation is ending. On the contrary, in the late twentieth

century the rate of innovation was faster than ever.

New technologies have affected demographic trends directly, by im-

proving the quality of medical knowledge and medical care and thereby en-

abling babies and adults to live longer. But their indirect impact has been

even greater, for they sharply raised the productivity of both agriculture

and industry. Productivity in agriculture has crossed the decisive threshold
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beyond which a minority on the land can support a majority off the land

(see figure 9.3). In industrial production, changes have been even more spec-

tacular. As David Landes puts it in an influential modern history of the In-

dustrial Revolution:

Improvements in productivity of the order of several thousand to one

have been achieved in certain sectors—prime movers and spinning for

example [e.g., compare horses with jumbo jets]. In other areas, gains

have been less impressive only by comparison: of the order of hundreds

to one in weaving, or iron smelting, or shoe-making. Some areas, to be

sure, have seen relatively little change: it still takes about as much time

to shave a man as it did in the eighteenth century. 17

In textiles, which was perhaps the second most important sector of consumer

goods production in the premodern world, traditional Indian hand spinners

took about 50,000 hours to spin 100 pounds of cotton; the machinery in-

vented in the eighteenth century in Britain lowered that figure to 300 hours

by the 1790s, and it took a mere 135 hours by the 1830s. 18 New technolo-

gies have also transformed methods of communication and information ex-

change, making it possible for modern networks of exchange to work more

rapidly, more efficiently, and over greater areas than ever before. Whereas

eighteenth-century messages traveled, at best, at the speed of horse-riding

couriers or sailing ships, today the telephone and the Internet allow in-

stantaneous communication by millions of people to any part of the world

(see tables 10.3 and 10.4).

Perhaps most important of all, new technologies have enabled humans,

as a species, to cross a fundamental ecological threshold by granting them

access to vast and previously untapped sources of energy, far greater than

those supplied by plants, animals, and other humans. No longer do human
societies have to rely mainly on human or animal muscles or firewood, wind,

and water to supply their energy needs. Instead of depending on these

sources of recently captured solar energy, humans have begun to exploit the

vast stores of ancient sunlight accumulated in coal, oil, and natural gas, which

is why it makes sense to talk of a "fossil fuel revolution." Learning how to

use coal and oil to generate steam power or electricity has been the equiv-

alent of finding several whole new continents for human exploitation. As

Anthony Wrigley has argued, in Britain alone the energy extracted from

coal ca. 1820 was equivalent to the amount of energy that could have been

extracted using traditional technologies from an area of forest greater than

all of Britain's pasture and arable land taken together. 19 Roughly speaking,

the amounts of energy used by human societies increased by about five times

in the nineteenth century, and then by another sixteen times in the twen-
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tieth century. Even per person, the amounts of energy used increased by

some four to five times in the twentieth century. 20 John McNeill suggests

that "we have probably deployed more energy since 1900 than in all of hu-

man history before 1900" 21
(see table 6.1). All in all, the fossil fuels revo-

lution offered an astonishing bonanza, multiplying by perhaps 100 times

the total energy available to humans and making possible projects such as

the transportation of grains halfway around the world—projects that were

unthinkable earlier, because the needed technologies were unavailable and

the energy costs would have been prohibitive. For a time, at least in the more

industrialized countries, energy seemed more or less free. In this sense, the

Modern Revolution was similar to other episodes in human history when
a new resource has become available in such abundance that for a while it

appears infinite. Just as land, game, and other resources undoubtedly seemed

limitless when humans first entered the Americas or Australia or New
Zealand, as did water when humans first began using irrigation on a large

scale, or land and other resources when Europeans reentered the Americas

and Australasia from the sixteenth century on, so too it was tempting in

the era of steam, coal, and oil to think of fossil fuels as limitless and, effec-

tively, free. In later as in earlier periods, the discovery of vast new resources

often encouraged dangerously short-sighted methods of exploitation.

Increased Political and Military Power

Linked to these demographic and technological changes have been profound

changes in social, political, and military structures. The sheer volume of re-

sources produced by modern economies, together with the degree to which

they are concentrated in the hands of minorities, means that while modern

states dispose of much greater resources than premodern states, they also

have to defend steeper gradients of wealth and face vastly more complex

organizational challenges. Like dams, their size, strength, and complexity

have to be commensurate to the volume of resources backed up behind them.

Since the French Revolution, states throughout the world have acquired the

ability to regulate the daily lives of their subjects in ways that were un-

thinkable in all earlier epochs. Indeed, the ability of modern states to keep

their subjects within a tight mesh of legal and administrative rules helps

explain why they resort less often to the terroristic methods of rule normal

in the era of agrarian civilizations. But in addition to these new powers, mod-

ern states can inflict violence on a scale that is also unprecedented, for the

productivity of weaponry has also increased rapidly—so rapidly that hu-

mans now have the power, if they choose, to destroy themselves and much
of the biosphere within a few hours.
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Transformed Lifeways

Personal lives have been transformed. In the late agrarian era, most house-

holds lived in the countryside and engaged in small-scale farming. Today,

small farming has vanished in many regions and is declining where it still

survives. The small number of surviving foragers now live at the sufferance

of states, often on marginal land; sooner or later they are all incorporated

into modern economic and legal networks that undermine traditional cul-

tural and economic structures. Pastoralism, too, has become marginal.

Within just a few centuries, the Modern Revolution has destroyed or

pushed to the margins lifeways that had flourished for thousands of years.

Instead of living on the land and producing their own food, which is what

work meant for most humans throughout most of history, typical modern

households live in urban environments where they earn incomes through

some form of wage work and buy food produced by others. In the more in-

dustrialized economies, ca. 65 percent of populations lived in towns in 1980,

and globally, ca. 38 percent; it is probable that even global levels of urban-

ization will cross the symbolic threshold of 50 percent early in the twenty-

first century. 22 In towns, the household remains a basic unit of consump-

tion, but it has ceased to be a fundamental unit of production and the basic

structure within which people are socialized. The mesh of kinship has been

supplanted by the mesh of state regulation. In addition, new forms of con-

traception, new methods of child rearing, and new forms of education and

public welfare have provoked a fundamental renegotiation of gender roles.

The meaning and texture of life have changed. In prosperous regions, bet-

ter medical care has postponed death. Average life expectancies in the more

affluent societies of the late twentieth century were perhaps double those

typical in the more prosperous agrarian societies, and perhaps triple those

of Stone Age societies. In the year 2000, a child born in Burkina Faso could

expect to live for 44 to 45 years, a child born in India for 62 to 63 years, and

a child born in the United States for 74 to 80 years (see table 14.4). In more
affluent societies, moderns have access to a level of material wealth unimag-

inable in all earlier societies. On the other hand, by many standards mod-
erns work harder than the peasants and foragers of earlier societies. And
with the rise of a modern sense of clock time, they work increasingly to

rhythms that are not their own. 23 Furthermore, it is less clear what they are

working for. Whereas those living in self-sufficient farming households or

foraging bands knew perfectly well what the "meaning" of work was, be-

cause it was directly concerned with subsistence, the link is less direct for

the highly specialized workers of modern businesses and corporations. For
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better or worse, the decline in kinship networks and traditional social roles

has deprived people of the sharply defined identities that gave them a sense

of purpose and place in many traditional societies. Huge movements of

people, whether through the slave trade, mass migration, or forced dis-

placement, have also deprived many of the sense of community known by
their parents and grandparents.

In the most industrialized countries, personal relations are, on the whole,

less violent today. In England, for example, modern murder rates are about

Vio those of 800 years ago, and Z2 those of 300 years ago. This drop occurred

because most modern states have disarmed their populations and assumed
a monopoly on the use of violence. Charles Tilly notes, "Disarmament of

the civilian population took place in many small steps: general seizures of

weapons at the ends of rebellions, prohibitions of duels, controls over the

production of weapons, introduction of licensing for private arms, restric-

tions on public displays of armed force." 24 But though they are on the whole

less violent, personal relations in modern urban communities also lack the

intimacy and continuity of those in most traditional societies. Increasingly,

they are casual, anonymous, and fleeting. These changes may help explain

the loss of a clear sense of values and meaning in modern lives, a subtle

and disorienting alteration in the quality of modern life that the French

sociologist Emile Durkheim referred to in the late nineteenth century as

"anomie."

The German sociologist Norbert Elias has argued that these changes have

reached deep within our psyches, as modern forms of work and time disci-

pline, enforced through the market, have shaped behavior in interpersonal

relations, table manners, and attitudes toward sexuality. He has shown how
the "emotional economy" typical in the modern world arises out of a re-

laxation of external restraints combined with an intensification of internal

restraints: "The compulsions arising directly from the threat ofweapons and

physical force gradually diminish, and . . . those forms of dependency which
lead to the regulation of the affects [feelings or emotions] in the form of

self-control, gradually increase."25 The internalization of new forms of dis-

cipline seems to be closely linked to new perceptions of time. As popula-

tions have grown, and as an ever greater proportion of people live in towns,

the scheduling of daily activities has been geared increasingly to the activ-

ities of other humans rather than to the natural schedules of our own bod-

ies, the seasons, and day and night. The growing influence of modern cal-

endars and clocks and the emergence of conventions such as the international

date line and local time zones based on Greenwich mean time (established

in 1884) are the best index of these changes, for calendars and clocks pro-
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vide a precise measure of social rather than ecological or psychic time. They

therefore measure the extent to which humans had to adapt their behav-

iors and attitudes to a social rather than a natural ecology—to an ecology

whose main elements were created by other human beings. The Modern

Revolution has also given consumers access to a much broader range of

mind-altering substances, in what David Courtwright has called the

"Psychoactive Revolution.

"

26 These substances, ranging from opiates to cof-

fee, tea, and sugar, have helped millions to cope with the sometimes harsh

pressures and disciplines of modern life.

New Modes of Thought

The scientific modes of thought characteristic of modern society have gen-

erated both confidence and widespread alienation. Modern science has given

humans unprecedented power over the natural world. But its universe is

dominated by inanimate forces, a very different place from the rich world

of spirits in which most people lived before the modern era. The ancient gods

have been expelled, and the world of modern science is controlled by im-

personal scientific laws. Gravity and the second law of thermodynamics now
rule in the place of gods and demons. Scientific knowledge also lacks the

specificity and sense of place of most premodern systems of knowledge, as

it attempts to construct generalizations that work in all societies and all

eras.
2/ Such a system of knowledge cannot offer the consolations or the

moral guidance of traditional religions, even if it is much better at helping

us to manipulate our material environment. But in a world with so many
people, the trade-off is unavoidable. A system of knowledge that is good at

manipulating the material world is exactly what we need. Without such

knowledge, we could not possibly support a human population of 6 billion.

Acceleration

The speed of these transitions is itself a distinctive feature, for the pace of

change has also increased. Indeed, this change is so decisive that it forces us

to approach the Modern Revolution differently than all earlier revolutions.

Unlike the transition to agriculture, which occurred, region by region, over

several millennia, the Modern Revolution has been virtually instantaneous,

lasting no more than two or three centuries. And it took place in a globally

connected world, in which innovations spread so fast that there was little

room for independent invention. At such high speed, the decisive thresh-

olds could be crossed only once. This singularity gave a huge advantage to

the regions that modernized first and ensured that most other communities
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would experience the transition to modernity as a violent imposition of new
norms from outside, a brutal social tornado over which they had little con-

trol. The rapid transmission of change explains why the forms taken by the

Modern Revolution were influenced so much by the cultures of one part of

the world, Europe. Yet if Europe had not been first, we can be sure that other

parts of the world would soon have crossed the same threshold.

THEORIES OF MODERNITY

blow can we explain these astonishing transformations? There is as yet no
consensus about the nature of the Modern Revolution, or about its causes.

A century of detailed historical research has generated a colossal fund of in-

formation about modern history, particularly in Europe and North Amer-
ica, but no single theory of the rise of modernity has achieved general ac-

ceptance. The difficulties caused by lack of consensus and the sheer volume
of information and ideas are compounded by the fact that we are still liv-

ing through the Modern Revolution. We do not know its overall shape; per-

haps in a few centuries' time it will be apparent that the transformations

had barely begun by 2000 ce . Even our most general definitions of the Mod-
ern Revolution may turn out to have been grossly misleading.

A book such as this cannot "solve" the problem of modernity. But we do
have to try to see what this revolution looks like on the scale of big history,

and from the point of view of the early twenty-first century. If there is any-
thing distinctive about the argument that follows, it is that it views the Mod-
ern Revolution in the large context of human and even planetary history,

rather than just as a problem about recent centuries and particular regions

of the world. Its perspective is therefore global—a feature that sets it apart

from many standard accounts. All too often, accounts of the Modern Rev-
olution start from the (usually unstated) assumption that modernity was
created in and by European societies; they thus imply that explaining

modernity means looking at European history. Unfortunately, the as-

sumption of European "exceptionalism" has discouraged the careful com-
parative analysis needed to check whether these arguments really work .

28

If modernity is, as I will argue, a global phenomenon, a Eurocentric approach

is bound to mislead us. More recently, historians interested in world his-

tory have tried to see modernity as a global problem that requires a global

explanation .

“

1 The account that follows does not ignore the distinctive role

of Europe and the Atlantic world in the Modern Revolution, but it is con-

structed within the parameters of world history and focuses on the global

aspects of the problem.
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Population Growth and Rates of Innovation

To clarify some of the problems faced in trying to explain the Modern Rev-

olution, I will take the methodological gamble of beginning with popula-

tion growth. I will argue that ifwe can explain the astonishing bloom of hu-

man populations in the last two or three centuries, we should also be able

to explain many other aspects of the Modern Revolution. But an explana-

tion of population growth leads us rapidly to the problem of innovation.

Rapid and sustained population growth must imply an acceleration in rates

of innovation. Thus changing rates of innovation must be at the heart of

any explanation of the Modern Revolution. As Joel Mokyr argues, "Tech-

nological change . . . accounted for sustained growth. It was not caused by
economic growth, it caused it ."

30

The problem, then, is to explain a sharp and global acceleration in inno-

vation, which is the key to the Modern Revolution. We have seen that ac-

celerating innovation is in some sense implicit in the notion of collective

learning, so the Modern Revolution really represents a gear shift in the pace

of collective learning in the last two centuries. As Daniel Headrick writes:

"Knowledge is both cause and effect of economic growth, and the informa-

tion industry has been the primary cause of the acceleration of technolog-

ical change in the past 200 years ." 31 We have seen some of the mechanisms

that accelerated or retarded rates of innovation in previous eras and in dif-

ferent parts of the world, among them the size and variety of exchange net-

works and the intensity of exchanges within those networks. They also in-

clude population growth itself, which not only increases the size of exchange

networks but also exerts ai more or less gentle pressure to raise productiv-

ity in regions of high population density. In the era of agrarian civilizations,

states and commercial exchanges acted as new sources of innovation. But

they could also inhibit growth, as could population pressure when it led to

overpopulation or the spread of disease. As a result, these pressures, even

in combination, could never generate rates of innovation rapid enough to

match potential rates of population growth. Hence there were periodic

famines and Malthusian cycles that shaped the basic rhythms of human his-

tory in the era of agrarian civilizations.

The most striking feature of innovation in the past two centuries is that

for a time at least, it has been so rapid and so sustained that levels of pro-

ductivity have kept pace with and in some respects outpaced population

growth. In fact, as we will see later, the large-scale rhythms of modern his-

tory are shaped less by Malthusian cycles, which were a result of insufficient

productivity, than by business cycles, which are generated by ouerproduc-
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tion. Of course, there have been many, sometimes devastating, regional

famines; but on a global scale, food production has more than kept pace with

population growth, which is precisely why populations have risen so fast.

And what is true of food production is also true of production in other areas,

from clothing and housing to consumer goods to energy and weaponry. It

is this sharp global acceleration in the pace of collective learning, in rates

of innovation, and in levels of productivity that we need to explain.

Some Possible Prime Movers

We can clarify the options by listing some of the prime movers that have

been offered in existing attempts to explain the Modern Revolution. The

rich tradition of scholarly debate on the Modern Revolution has yielded sev-

eral promising candidates .

32 Usually, these have been used to lever Europe

into the modern world. But in principle, they should work equally well on

a global scale.

Demographic Theories Demographic theories (often associated with the

work of Ester Boserup) rely largely on population pressure to explain in-

creased rates of innovation .

33 We have seen that population growth exerted

pressure to innovate throughout the agrarian era. And it is true that when
combined with increasing commercialization, population growth sometimes

acted as a stimulus by increasing the supply of labor and by increasing de-

mand. For example, in eighteenth-century Britain, increasing demand for

timber for fuel, building, and manufacturing led to deforestation, which in

turn created pressure to find improved ways of using alternative fuels. And
some of the key inventions of the British Industrial Revolution, including

the invention of the coal-fired steam engine and methods of manufactur-

ing iron using charcoal rather than wood, can be seen as responses to this

pressure.

Nevertheless, population pressure on its own can explain only a small

part of the sudden acceleration in growth rates characteristic of the modern

era. The trouble is that all too often, population pressure has not generated

the necessary innovations, and people have consequently starved or done

without. After all, Great Britain was not the only country short of wood,

and the problem may have been even worse elsewhere—in China, for ex-

ample .

34 Necessity is not always the mother of invention.

Geographical Theories Geographical theories rely heavily on particu-

lar geographical features to explain rising rates of innovation. For example,

during the Industrial Revolution, Britain was able to replace timber with
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coal only because it had abundant and accessible reserves of that fuel. In the

hands of E. A. Wrigley, such observations have been used to support an ar-

gument that focuses on "contingent" geographical factors to explain the dis-

tinctive role of Europe in the Modern Revolution.35 Several regions of the

world, such theorists point out, had large populations and high levels of pro-

ductivity and commercialization; so it may have been geographical accidents

such as the location of coal or the relative closeness of the Americas that

best explain the different trajectories of Europe and, say, China, in the nine-

teenth and twentieth centuries.

Geographical features of this kind are undoubtedly important, and they

will play an important role in the account offered below, but on their own
they cannot explain much, simply because they were always there. Oppor-
tunities for change do not guarantee that change will occur. Indeed, in Britain

iron makers had tried to use coal for almost two centuries before Abraham
Darby showed them how to use coke in the early eighteenth century. As
Mokyr argues, geographical factors of this kind may shape change, but they

are not a fundamental cause of change. 36 What we must explain is why ge-

ographical factors such as the presence of coal suddenly began to be exploited

more effectively, an effort that encourages us to look for distinctive features

in the intellectual, economic, or social history of modern industrial societies.

Idealist Theories A third group of theories can be described as idealist.

They argue that rates of innovation are affected by different ways of think-

ing. The simplest theories of this type explain the Modern Revolution as

the outcome of a sustained wave of new inventions. T. S. Ashton caricatured

this approach in his summary of the typical school essay on the subject:

"About 1760 a wave of gadgets swept over England." 37 Of course, in a sim-

ple sense, such theories are correct. The number of innovations increased,

and each particular innovation did help raise the general level of produc-

tivity. But the difficulty even with sophisticated versions of this approach,

including Ashton's own account, 38
is that they cannot explain why the rate

of innovation should have increased as and when it did. Why so many in-

novations? Why such interest in more productive or efficient technologies

and material techniques? Why then, and why there?

Subtler idealist theories have suggested that deeper changes in attitudes

and methods of thinking stimulated new commercial and technological

methods. The most famous example of this approach (one that its author

later retracted, at least in part) is Max Weber's thesis about the connection

between Protestantism and capitalism, first published in 1904-05. He ar-

gued that Protestantism, unlike Catholicism, embodied a new ethic of hard
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work, saving, and rationality that encouraged entrepreneurs to save and in-

novate in new ways. 39 But such theories are difficult to handle. Religions

are not monoliths: like all systems of thought, they are complex, multifac-

eted, and malleable enough to adapt to many different environments. At

different periods of their history, Buddhism, Islam, Confucianism, and even

Catholicism have all encouraged at least some of the qualities that Weber

associated with Protestantism and capitalism. "Freedom" (particularly for

entrepreneurs) has often been included as a significant prime mover of in-

novation; so has the "rise of science." But for these arguments, too, the prob-

lem is to explain why and how those particular factors suddenly acquired

such salience.
40 Even the most subtle idealist theories have difficulty ex-

plaining why attitudes should have changed so decisively at a particular

period in human history. If Protestantism led to science or rationality or

modernity, what led to Protestantism? Changing attitudes are certainly an

important part of the explanation for rising rates of innovation, but they

are symptoms of something deeper, not independent motors of change.

Commercial Theories A fourth cluster of theories focuses on the role

of commercial exchanges. Economic historians, working in a tradition that

goes back at least to the writings of Adam Smith, have highlighted the role

of expanding networks of commercial exchange. Smith argued that rates of

innovation were directly related to levels of commercialization. He begins

chapter 1 of The Wealth of Nations (1 776): "The greatest improvement in

the productive power of labour, and the greater part of the skill, dexterity,

and judgment with which it is any where directed, or applied, seem to have

been the effects of the division of labour." In other words, increased spe-

cialization raised productivity. But Smith explained increasing specializa-

tion as itself a consequence of the rise of the market. Chapter 2 begins, "This

division of labour, from which so many advantages are derived, is not orig-

inally the effect of any human wisdom, which foresees and intends that

general opulence to which it gives occasion. It is the necessary, though very

slow and gradual, consequence of a certain propensity in human nature

which has in view no such extensive utility; the propensity to truck, barter,

and exchange one thing for another." 41 As networks of exchange expand,

cheap imports will undercut more expensive local producers and force them

either to become more specialized, so that they in turn can produce more

efficiently, or to focus on other products that they can produce more effi-

ciently. In this way, wide networks of exchange ensure that the most pro-

ductive methods soon become the best practice. Besides, where markets are

extensive, people can afford to specialize more narrowly, for they will have
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Figure 11.2. An eighteenth-century pin factory. Adam Smith used the pin fac-

tory as an example of the advantages of the division of labor. From Joel Mokyr,
The Lever of Riches: Technological Creativity and Economic Progress (Oxford:

Oxford University Press, 1992), p. 78: from Rene-Antoine Ferchault de Reaumur,
L'art de I'epinglier (1762).

enough customers to support them entirely from their specialized crafts (see

figure 11.2). Chapter 3 of The Wealth of Nations explains the link between

markets and the division of labor in its title: "That the Division of Labour

Is Limited by the Extent of the Market." In other words, expanding net-

works of exchange encouraged specialization, which stimulated innovation

in productive techniques—a type of growth we can refer to as Smithian .

42

As the previous chapter has argued, there clearly is a deep link between

the expansion of trade networks, increased specialization, and increased rates

of innovation. By and large, commercial activity (that is, the generation of

revenues through relatively consensual exchanges in which coercion is not

the paramount factor) tends to encourage innovation more than does tribute-

taking (the generation of revenues through exchanges dominated by the

threat of coercion), because those generating commercial incomes have to

make up in efficiency for what they lack in coercive power. But we have seen

that there are many exceptions to this rule; tribute takers are sometimes in-

terested in efficiency-raising innovations, while merchants have never been

averse to using force when they can get away with it. Moreover, the very

nature of most premodern states suggests that as a general rule, in agrar-

ian civilizations tribute-taking generated more wealth and certainly more
power than commercial exchanges. This differential helps us understand

what might at first appear puzzling: though commercial networks are as old
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as agrarian civilization, their impact on rates of innovation has been lim-

ited until the past two or three centuries. Why, then, did commercial ex-

changes suddenly become so much more significant in the modern era? Did

they reach some critical threshold? If so, can we describe it? Or did some

other factor suddenly increase their significance? To explain modernity, we
have to explain how and why the role and significance of markets have

changed in recent centuries.

One common approach (often associated with idealist theories of moder-

nity) has been to argue that Europe was unusually commercial, and Euro-

pean markets were unusually vigorous. The trouble with arguments of this

kind is that recent research has shown that as late as the end of the eigh-

teenth century, general levels of commercialization and even overall pro-

ductivity were probably as high in China, Japan, and northern India as in

Europe, yet only in the Atlantic world did rates of innovation begin to rise

rapidly in the nineteenth century. Andre Gunder Frank has recently argued

that Asian economies had the largest populations, and the largest and most

productive economies perhaps as late as 1750 or even 1800. Indeed, he main-

tains that per capita incomes in China may have been higher than those of

Europe as late as 1800.43

Social Structure Theories However, downplaying European exception-

alism makes it extremely difficult to explain the different trajectories of these

regions in the nineteenth century. An answer that has played a significant

role in these debates since at least the time of Karl Marx is that even if west-

ern Europe does not stand out in 1800 from a Smithian perspective, it is re-

markable from an institutional and social perspective. This idea is typical of

a fifth possible approach to explaining the surge in rates of innovation. So-

cial structure theories argue that different social structures affect rates of

innovation in different ways. In general, they attempt to explain how the

productivity-raising capacity of commerce may be transformed as power-

ful social groups become dependent on commercial rather than tributary

exchanges of various kinds. In earlier chapters, I have already made some

use of arguments of this kind to suggest why rates of innovation tended

to be low in kin-ordered societies, and why the structures of tributary states

did encourage innovation, but ambiguously and hesitantly. A social struc-

ture account of modernity must demonstrate that new social structures

emerged that gave a much more powerful stimulus to innovation. Such

theories owe much to Marx, who called the social structure characteristic

of modernity "capitalism." In his highly formal argument, Marx contended

in Capital that the generalization of exchanges that is typical of capital-
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ism encourages a new and especially powerful technological synergy,

whose properties he analyzed in great detail. The simplified account that

follows draws on Eric Wolf's modified version of Marx's scheme of "modes
of production."44

Marx's thought is currently unfashionable; indeed, some have claimed

it has been "refuted" by the collapse of socialism in the 1980s, and certainly

much of it is dated today. Nevertheless, like Anthony Giddens, I believe that

Marx's analysis of capitalism "remains the necessary core of any attempt

to come to terms with the massive transformations that have swept through

the world since the eighteenth century."45 In the writings of Marx, each

"mode of production" characterizes a type of society in which particular life-

ways and technologies are associated with particular social structures. We
have already used Eric Wolf's model of the kin-ordered and tribute-taking

modes of production. Here, we must look more closely at the capitalist mode
of production. As an ideal type, it has three main elements: (a) a dominant
class of entrepreneurs or "capitalists" who own productive resources (i.e.,

capital) and use them to generate commercial profits that sustain their elite

lifeways; (b) a class of people who, unlike peasants, have no access to pro-

ductive property and can therefore support themselves only by selling their

own labor power, thereby becoming wage earners or "proletarians"; and (c)

competitive markets that link these two groups through commercial ex-

changes governed by market forces rather than by legal or physical coer-

cion. In an idealized capitalist world, elite groups consist mainly of capital-

ists, the rest of the population consists mainly of proletarians, and most
exchanges pass through markets.

By definition, wealth in such a world is distributed more unevenly than

in the tributary world, for most proletarians do not have direct access to pro-

ductive resources such as land. Speaking generally, it is the steepness of this

gradient of wealth that accounts for capitalism's remarkable dynamism, just

as the large temperature gradient between the Sun and the space sur-

rounding it drives complex processes on Earth. The large inequalities of cap-

italism help explain why resources no longer have to be moved primarily

by the crude use (or threat) of physical violence as in tributary societies. In-

stead, states exert force mainly to maintain the structures of law and own-
ership that protect the concentration of wealth. It is the steepness of the gra-

dient that drives wealth so efficiently through capitalist societies and that

helps explain why, paradoxically, modern states have to be so much larger

and more complex than the states of the tributary world.

Why should such structures encourage innovation? The point of the ar-

gument is that both main classes of society find themselves in environments
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that force them to innovate, constantly and endlessly. Just as ecological

changes force species to evolve rapidly in periods of rapid environmental

change such as the ice ages, so the new and constantly changing social ecol-

ogy of capitalism forces humans of all classes to adapt by continually seek-

ing more productive ways of working. In this way, the structures of capi-

talism led to the evolution of new behaviors that mobilized the innovative

capacity of human beings in revolutionary ways.

At this point, Marx's argument differs little from that of orthodox econ-

omists. In a world of entrepreneurs, competitive markets, and wage earn-

ers, both entrepreneurs and wage earners have to pursue innovation as a

condition of survival. Entrepreneurs have to do so because in competitive

markets the most successful long-term strategy will always be to cut the

costs of production, and therefore of sale, and implementing such a strat-

egy requires introducing cost-cutting innovations in production, trans-

portation, and management. Like evolution in the nonhuman world, the

process is endless because competitors will rapidly copy successful innova-

tors, making entrepreneurial innovation general, constant, and accelerating.

Wage earners also have to actively seek ways of improving productiv-

ity. As sellers of labor power, they compete with other wage earners. To

find purchasers for their labor power, wage earners have to offer labor that

is more productive than that of potential rivals but costs less. Here, too, the

ratchet of competition ensures that the productivity of labor will steadily

increase. These rules explain the odd paradox that what Leon Trotsky called

the "economic lash" of capitalism—the threat of unemployment—is a far

more effective tool for increasing labor productivity than the lash of slav-

ery or serfdom. Owners cannot afford to starve their slaves or serfs, but

they have no incentive to give them a high standard of living. Such a sys-

tem cannot stimulate the creativity of the worker. However, capitalist em-

ployers do not own their workers and have no need to protect them from

starvation or poverty. In fact, they will generally regard the threat of un-

employment or poverty as a healthy stimulus to harder work. So the onus

is on the workers to ensure that their labor is productive enough to find a

buyer. In this way, the economic lash can stimulate genuine, even creative,

self-discipline, whereas the overseer's whip can generate no more than

grudging conformity. Capitalism generates a discipline that touches the in-

tellect, the psyche, and the bodies of wageworkers with a power unattain-

able through the more direct and brutal methods typical of tributary soci-

eties. It is as if the structures of capitalism forced people to load new types

of software into their brains. Or, to adopt a less rigid metaphor, it is as if

the structures of capitalism filled people's heads with quite new types of
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motivations and meanings (or "memes," in the language of Richard

Dawkins).46

This is a model of a society in which innovation is never-ending, because

both main classes of society find themselves on a relentless treadmill of con-

stantly rising productivity. Social structure theories of modernity imply that

if we can explain how and why modern societies began to conform to this

ideal type, we will have gone far toward explaining the Modern Revolution.

But here, too, there is a difficulty. Recent research has suggested that it

is not as easy as it once seemed to distinguish between a capitalist Europe

and a noncapitalist China or India. In much of East Asia, wage earning was

widespread, and so was capitalist production. Indeed, two thorough com-

parative studies, by Kenneth Pomeranz and R. Bin Wong, have shown that

levels of capitalist development in China and western Europe were so simi-

lar that it is no longer possible to explain the Industrial Revolution sim-

ply by referring to Europe's higher levels of capitalism.47 In fact, the like-

nesses are so close that both authors leave us with the impression that the

move to accelerated growth, which was to prove critical in the history of

the modern era, turned on a few contingent differences, such as the distri-

bution of coal.

In the next two chapters, I will attempt an explanation of modern rates

of innovation that introduces many of these different prime movers but adds

one more.

The Scale and Synergy of Exchange Networks In chapter 7, I argued

that on large scales, rates of innovation were shaped by the size and het-

erogeneity of information networks. In other words, the sheer scale and va-

riety of interactions may have been a powerful determinant of changing rates

of innovation. In chapters 12 and 13 ,

1

will argue that the sudden increase

in the scale and, perhaps even more important, in the variety of informa-

tion exchanges in the early modern period may have given a sharp stimu-

lus to processes of collective learning, particularly in hub regions where these

exchanges were most concentrated and most diverse. But I will integrate this

suggestion into an argument that also makes use of many of the other prime

movers familiar in the literature on the rise of modernity. First, I will de-

scribe some of the factors that led to accelerating rates of innovation in gen-

eral. Second, I will explain why the acceleration first became apparent in Eu-

rope. It might help to preview this argument somewhat schematically.

• A global explanation of rising rates of innovation

Accumulation. Particularly in the Afro-Eurasian zone, processes
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of accumulation over several thousand years had created several

regions in which innovation had proceeded about as far as it

could have gone within the traditional tributary framework

of the era of agrarian civilizations. By the eighteenth century,

these regions included China, Japan, parts of India, and parts

of western Europe .

48

Expanding networks of exchange. The creation of a global sys-

tem of exchanges from the sixteenth century on gave a sudden

and decisive boost to global processes of collective learning and

commercialization. Expanded networks of information exchange

opened new possibilities for innovation that helped break through

the technological ceiling reached in the most densely populated

regions of the world. As a result of this change, the amount and

variety of information being exchanged increased sharply, and

so did the speed with which it circulated, leading to a marked

expansion in the pool of knowledge that could be drawn on by

societies throughout the world. Increased commercial exchanges

also boosted commercial activity, thereby accelerating the pro-

cesses of innovation familiar from both Smithian and Marxist

accounts of modernity.

An explanation of Europe's distinctive role in the Modern

Revolution

A new topology of exchange. A small number of societies were

well placed geographically to benefit from the sudden accelera-

tion in global processes of collective learning. The emergence of

a global system of information exchanges transformed the topol-

ogy of large-scale exchange networks. The Atlantic coasts of the

Eurasian landmass, which had been at the periphery of Afro-

Eurasian exchange networks, suddenly found themselves at the

hub of new, global networks of exchanges. Europe, and then the

Atlantic shores of North America, emerged as the first hub of

a new world system, even if the center of gravity of that system

remained for a long time in India and China. The volume of ex-

changes remained greatest in East Asia until well into the nine-

teenth century, but a greater variety of ideas, goods, wealth,

and technologies began to flow through Europe and the Atlantic

zone .

49 This rearranged topology granted western Europe both

a commercial and an intellectual windfall. At the same time,

Mesopotamia, which had been the hub of Eurasian exchange

networks for millennia, suddenly found itself less central within
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the new system of global exchanges. These rapid changes in the

topology of global exchange networks gave Europe significant

advantages .

50 Seen in this light, modernity is not something that

began in Europe and spread to other parts of the world; rather, it

is a product of global processes, which cast the lands bordering

on the Atlantic in a quite novel role.

European preadaptations. But why was Europe so well able to

exploit these unexpected advantages? Because Europe alone en-

joyed both a central position within the newly emerging world

system and a high level of commercialization. Europe's advan-

tages were not just a matter of geographical good fortune. On
the contrary, western European societies were, in an important

sense, preadapted to exploit the opportunities created within new,

global exchange networks. The social, political, and economic

structures of many regions of western Europe helped Europe

take advantage of the new systems of exchange that appeared

with the emergence of a global network of exchanges, and it is

at this point that I will return to arguments of a more familiar

type about some of the distinctive features of European history.

As Wong has put it, in his important studying comparing China
and western Europe in the early modern era: "European political

economy did not create industrialization, nor was the European

political economy deliberately designed to promote industrializa-

tion. Instead, European political economy created a set of insti-

tutions able to promote industrialization once it appeared ." 51

SUMMARY

The world has been transformed in the past two or three centuries. Ex-
plaining that transition will be the task of the next two chapters, using the

strategy described in this chapter. I focus on population growth, in the hope
that a successful explanation of the astonishing population growth of mod-
ern times may also help make clear many other aspects of modernity. Such
an account will have to explain why and how humans have learned to ex-

tract from their environment the huge resources needed to support popu-
lations of several billions. This means explaining the astonishing increases

in innovation and productivity typical of the modern world.

There have been many attempts to explain the revolutionary increases

in innovation that are the key to the Modern Revolution. Each focuses on
a different explanatory prime mover—population pressure, geographical fac-

tors, changing ideas, the expansion of markets and networks of exchange,
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changes in social structures, and so on. The account of the Modem Revolu-

tion offered in the next few chapters will make use of several of these ele-

ments, though it will focus mainly on the changing topology of networks

of exchange and on changes in social structures. I will argue that the emer-

gence of a global network of exchanges hugely stimulated commercial ac-

tivity and ecological innovation throughout the world. The enhanced scale

of information exchanges in a global information network boosted rates of

ecological innovation, while increased commercial exchanges accelerated the

sorts of innovation identified in Smithian and Marxist models of moder-

nity. Within the global system, Europe appeared, quite suddenly, as a new

hub region, so it was particularly well placed to exploit the huge commer-

cial opportunities created in the new global system. But I will also argue

that the social and economic institutions of Europe helped it take advantage

of its fortunate location within the new global network of exchanges.

FURTHER READING

J. L. Anderson's Explaining Long-Term Economic Change (1991) is a use-

ful introduction to the theoretical literature. Among the more important

recent studies are Anthony Giddens, A Contemporary Critique of Histor-

ical Materialism (2nd ed., 1995); Joel Mokyr, The Lever of Riches (1990);

and E. A. Wrigley, Continuity, Chance, and Change (1988) and People, Cities,

and Wealth (1987). E. L. Jones's The European Miracle (1987) and Growth

Recurring (1988) are classics that have stimulated much debate on the rise

of the modern world. Andre Gunder Frank, ReOrient (1998); Kenneth

Pomeranz, The Great Divergence (2000); and R. Bin Wong, China Trans-

formed (1997), have reminded us powerfully of the relative backwardness

and weakness of Europe before 1800, thereby undercutting the once-pop-

ular theories that traced modernity to medieval Europe. These works

demonstrate the extent to which the Modern Revolution was the product

of global processes. Margaret Jacob, The Cultural Meaning of the Scientific

Revolution (1998), has been immensely influential in suggesting the im-

portance of the scientific revolution for explaining the rise of modernity in

Europe; Charles Tilly, Coercion, Capital, and European States, ad 990-1992

(rev. ed., 1992), is the most thorough general account of the modernization

of the European state system. Eric Wolf, Europe and the People without His-

tory (1982), reminds us of the crucial role played in modern history by

peoples without state structures. Beyond these books, there is a vast litera-

ture on particular aspects of "the rise of the modern world," some of which

will be listed at the end of the next two chapters.
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GLOBALIZATION, COMMERCIALIZATION, AND INNOVATION

[T]he Aborigines of Arnhem Land called the first Europeans
they saw Balanda, a Bahasa Indonesia term for Europeans which

is derived from ^Hollander,” as the Dutch were once known.

This chapter will survey world history in the period from 1000 ce to ca.

1700 ce, setting forth some of the changes that prepared the way for the

Modern Revolution. It will concentrate first on global processes, showing
how expansion in the size of exchange networks, slow before the sixteenth

century and then much faster, created new possibilities both for the exchange
of information and goods and for innovation. It will argue that the creation

of a truly global exchange network in the sixteenth century decisively in-

creased the scale, significance, and variety of informational and commercial
exchanges. The coming together of the different world zones of the Holocene
era marks a revolutionary moment in the history of humanity.

Second, this chapter will describe the changing topology of global ex-

changes. As the geography of exchange networks was transformed, flows

of information and wealth entered new channels. These effects were par-

ticularly significant in western Europe, which had previously been at the
margin of exchanges within the Afro-Eurasian world zone but now sud-
denly found itself at the hub of humanity s first global system of exchanges.

These changes in the scale and geography of exchange networks laid the in-

tellectual and commercial foundations for the Modern Revolution, and de-
termined its geography.

It may be helpful to think of three distinct scales of explanation. First, in

one sense the Modern Revolution was and is a global process; it cannot be
properly understood without appreciating this feature. Its intellectual, ma-
terial, and commercial raw materials came from all parts of the world. And
the new level of creative synergy generated by linking the two largest world
zones Afro-Eurasia and the Americas—was and remains perhaps the most

364
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powerful single lever of change in the modern world. The Modern Revolu-

tion was also global in its effects, both creative and destructive. In some form,

its impact was felt very soon in all parts of the world.

But in different world zones modernity was experienced in different

ways, and the need to understand the diversity of its impacts requires a sec-

ond level of explanation. The coming together of the different world zones

proved a brutal and destructive process for indigenous populations (both hu-

man and nonhuman) in all three of the smaller world zones: the Americas,

Australia, and the Pacific. The advantages accumulated disproportionately

within parts of the Afro-Eurasian zone—and later in the "neo-Europes" of

the Americas, Australia, and the Pacific, the new societies created by peoples

from Afro-Eurasia after migrating (willingly or unwillingly) to the other

three world zones. In some sense, the history of the Afro-Eurasian zone en-

sured that when its peoples encountered societies from the other world

zones, the Afro-Eurasian societies prevailed.

We have already seen some of the reasons for. this dominance. Some have

to do with the existence of domestic livestock in Afro-Eurasia. Used for

transportation and haulage, domestic livestock magnified the advantages of

scale by extending and quickening processes of exchange within what was

already the largest and most varied of the world zones. Extensive and vig-

orous exchange networks help explain some of the technological advantages

enjoyed by Afro-Eurasian societies. But animal domesticates also swapped

diseases with their human owners; thus cohabitation with domesticates,

combined with the efficient systems of communication they provided, en-

sured that the populations of Afro-Eurasia were more disease-hardened than

those of the other world zones .

1 And the diseases of Afro-Eurasians may

have been more useful to them in their attempts at conquest than their ad-

vanced naval and military technologies. For example, smallpox, as Alfred

Crosby writes, "played as essential a role in the advance of white imperial-

ism overseas as gunpowder—perhaps a more important role, because the

indigenes did turn the musket and then rifle against the intruders, but small-

pox very rarely fought on the side of the indigenes." 2

But even within the huge Afro-Eurasian world zone, the advantages of

the Modern Revolution accumulated erratically and lopsidedly, an obser-

vation that brings us to the third or regional scale. If we think of the Mod-

ern Revolution as a product of the new intellectual and commercial syner-

gies of the first global system, it initially seems natural that the intellectual

and commercial raw materials for modernity should have accumulated pref-

erentially within established hubs of exchange and centers of gravity, per-

haps in the Mediterranean world, or Mesopotamia, or northern India, or
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China. And indeed perhaps something like this did happen. Rates of growth,
and even of innovation, were high and sustained in all of these regions
throughout the period covered by this chapter. 3 But although all the old core
regions were shaped by the emerging global network of exchange, the full

power and significance of the Modern Revolution emerged elsewhere. The
sharp rise in innovation that signifies modernity first became apparent at
the western edge of the Afro-Eurasian world zone, in a region that had not
been incorporated within the expanding zone of agrarian civilizations un-
til the first millennium ce and had seemed of secondary importance before
the middle of the second millennium. That the adaptive significance of the
Modern Revolution would first become apparent here was not obvious even
as late as 1776, when Adam Smith remarked that "China is a much richer
country than any part of Europe."4

An adequate explanation of the Modern Revolution must attempt to ex-
plain its origins at all these different scales. As the Islamicist Marshall Hodg-
son put it in an essay first published in 1967:

just as civilization on an agrarianate level had appeared in one or at
most a very few spots and spread from there to the greater part of the
globe, so the new modern type of life did not appear everywhere among
all citied peoples at the same moment, but first in one restricted area,
Western Europe, from which it has spread everywhere else. It was not
that the new ways resulted from conditions that were limited entirely
to the Occident. Just as the first urban, literate life would have been
impossible without the accumulation among a great many peoples
of innumerable social habits and inventions, major and minor, so the
great modern cultural mutation presupposed the contributions of all

the several citied peoples of the eastern hemisphere. Not only were
the numerous inventions and discoveries of many peoples necessary

—

for most of the earlier basic ones were not made in Europe. It was
also necessary that there exist large areas of relatively dense, urban-
dominated populations, tied together in a great interregional commer-
cial network, to form the vast world market which had gradually come
into being in the eastern hemisphere, and in which European fortunes
could be made and European imaginations exercised. 5

Today, more than thirty-five years after Hodgson wrote, it is even easier to
see the extent to which the Modern Revolution was a product of global
processes, even if its full significance first became apparent at the western
edge of the Afro-Eurasian world zone.

We have seen in earlier chapters that at large scales, the size, variety, and
intensity of exchange networks could be important determinants of rates
of innovation, while at slightly smaller scales, population growth, state ac-
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tivity, and commercial expansion were also significant. All of these factors

were influenced considerably by the Malthusian cycles that characterized

the history of most agrarian civilizations. Networks of commercial, politi-

cal, and information exchanges expanded most vigorously during eras of

demographic expansion; they often contracted in periods of demographic

decline. And during the phases of expansion, the increased scope of ex-

changes, population growth, state activity, and commercial activity all

tended to generate innovations. In the millennium preceding the Industrial

Revolution, two large Malthusian cycles were crucial in shaping the history

of the entire Afro-Eurasian world zone and, indirectly, that of other zones

as well (see figure 10.4). The first cycle began with a demographic revival

in the second half of the first millennium and ended abruptly with the Black

Death in the middle of the fourteenth century. The second, which began af-

ter the Black Death, ended in a less drastic slowdown during the seventeenth

century.

THE POSTCLASSICAL MALTHUSIAN CYCLE: BELORE THE FOURTEENTH CENTURY

The Expansion Phase

Malthusian cycles are easiest to see in the rhythms of population growth

(see table 11.1 and figure 10.4). In all Malthusian cycles, it is possible to iden-

tify some significant innovations that enabled populations to grow to a new

level. The postclassical cycle was linked partly to developments in agricul-

tural technologies, such as the introduction of heavier, horse-drawn plows

in Europe, or the introduction of new crops such as rye or new strains of

rice (encouraged by government activity, though the strains of rice were im-

proved by peasant farmers) and better-managed systems of irrigation. In

China, northern Europe, and the Islamic world, agricultural methods were

revolutionized between the eighth and the twelfth centuries. Everywhere,

population growth stimulated colonization. Indeed, growth was most rapid

in those lands, such as central Asia, northern and eastern Europe, and South

China, that had been frontier zones in the classical era. In China, 60 percent

of the population lived in the northern lands, dominated by the Yellow River;

250 years later, only 40 percent lived there, and South China had become

the demographic heartland of the Chinese Empire. 6

Far to the west, in the borderlands we now call Europe, internal colo-

nization shifted the demographic center of gravity northward as lands once

regarded as wastelands began to be farmed. In England, moorlands, wood-

lands, and marshlands were brought into cultivation in the twelfth and thir-

teenth centuries. Asa Briggs notes, "The 'wastes' of Dartmoor, for example,
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were cultivated; terraced hillsides . . . were farmed at Mere in Wiltshire and
in Dorset; the monks of Battle Abbey in Sussex constructed successive sea-

walls to reclaim the marshes. By the late thirteenth century a bigger area

was cultivated than at any period before the wars of the twentieth century." 7

Along the northwestern shores of Europe, colonists and their landlords from
the Rhine to the Loire reclaimed land from coastal swamps and marshes,
beginning a process that evolved in the Netherlands into a great national

art. In eastern Europe, a massive and largely unrecorded peasant migration
from the sixth century onward created the demographic foundations for the

first great Russian states.

Population growth stimulated urbanization. In Europe and Russia, the

number of cities with populations exceeding 20,000 rose from 43 to 103 be-

tween 1000 and 1300. 8
Cities flourished particularly in the Islamic world.

In the ninth century, the Abbasid capital, Baghdad, may have had a popu-
lation of half a million. But even at the edge of the Islamic world, in Khorezm
on the Aral Sea, towns prospered at the hub of trade routes linking the wood-
lands of Siberia, the steppes, and the urbanized lands of the south. Khorezm
displays the mix of high culture and squalor characteristic of most pre-

modern cities. The Arabic geographer al-Muqaddasi wrote that its capital,

Kath, had a superb mosque and a royal palace, and its muezzins were
renowned throughout the Abbasid domains for "beauty of voice, expres-

siveness in recitation, deportment, and learning." Yet "the town is constantly

flooded by the river, and the inhabitants are moving (farther and farther)

away from the bank. The town . . . contains many refuse drains, which every-

where overflow the high road. The inhabitants use the streets as latrines,

and collect the filth in pits, whence it is subsequently carried out to the fields

in sacks. On account of the enormous quantity of filth strangers can walk
about the town only by daylight." 9

Cities also flourished in China, particularly in the more commercialized
south. By the twelfth century, China may have been "the most urbanized
society in the world," with levels of urbanization perhaps as high as 10 per-

cent. 10 Hangzhou (Marco Polo's "Kinsai," the capital of the southern Song)
was then possibly the world's largest city, with at least a million inhabitants.

It contained many different neighborhoods: working-class suburbs with
crowded multistory houses; foreign quarters with Christians, Jews, and
Turks; a large Muslim quarter with many foreign traders; and a wealthy
southern region dominated by government officials and rich merchants. 11

Some idea of the variety of trades conducted in the town is conveyed by the

historian Jacques Gernet's list of the guilds of Hangzhou. These included,

in the words of Janet Abu-Lughod, "jewellers, gilders, gluemakers, art and
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antique dealers, sellers of crabs, olives, honey, or ginger, doctors, soothsay-

ers, scavengers, bootmakers, bath keepers, and . . . money-changers !.]"
12

In

this period, the largest cities in the world could be found in China .

13

Urbanization stimulated commerce, both local and international. A whole

hierarchy of markets appeared. At the lowest levels, markets were still dom-

inated by barter, as a twelfth-century Chinese description suggests:

The small market

—

People with their bundles of tea or salt,

Chickens cackling, dogs barking,

Firewood being exchanged for rice

Fishes being bartered for wine.

Here and there

—

Green tavern flags

Where elderly gentlemen sit propped,

Drowsy with drink .

14

But regional and international markets flourished as well. In northwestern

Europe, in 1000 ce , most people were still self-sufficient peasants; farther

south, too, most production was rural, even in old urban regions such as

northern Italy. But early in the second millennium, as populations and cities

grew, so did networks of trade and commerce. The famous fairs of the Cham-

pagne region linked Flanders to the ancient trade networks of Italy and the

Mediterranean. In Europe, the expansion of trade and of cities was so spec-

tacular that one historian, Robert Lopez, has called the "commercial revo-

lution of the Middle Ages" a fundamental turning point in modern world

history. For another historian, Carlo Cipolla, "the rise of the cities in Eu-

rope in the tenth and twelfth centuries marked a turning point in the his-

tory of the West—and, for that matter, of the whole world ." 15 Such com-

ments convey the pace of change in Europe, though they underestimate the

extent and significance of changes elsewhere in Afro-Eurasia.

That commercialization was significant throughout the Afro-Eurasian

zone is shown by the consolidation and intensification of a thriving inter-

regional trading system. The thirteenth-century world system, described

so well in an influential study by Janet Abu-Lughod, linked China, South-

east Asia, the Indian subcontinent, the Islamic world, central Asia, parts of

sub-Saharan Africa, the Mediterranean, and Europe into a single commer-

cial network that carried much more traffic than the networks of the clas-

sical era .

16 As Thomas Allsen has shown, significant amounts of political,

cultural, and technological information flowed through these networks, as

well as trade goods and diseases .

17 Pastoralists played crucial roles in this

system as protectors, as guides, and sometimes as traders. The extent of these
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Islamic-dominated networks of commerce and culture is vividly illustrated

in the memoirs of Ibn Battuta, a Moroccan scholar who visited most parts

of them as he traveled from Morocco to Mecca, to the Eurasian steppes, to

India, to China, and across the Sahara between 1325 and 1355.
18 Under the

Mongols, trans-European trade networks were even more vital, for

the Mongols actively protected trade in the lands they ruled. While these

land networks stimulated exchanges of many different kinds throughout

Eurasian trading networks, sea routes may have been still more important

—

particularly those linking China, India, and the Islamic world. It was an early

sign of the commercial precocity of Europe that its traders played an active

role in many of these systems. By the tenth century, Viking traders and set-

tlers could be found from Greenland (even briefly from Newfoundland) to

Baghdad and central Asia. Early in the fourteenth century, Italian merchants

(following in the footsteps of Marco Polo) traveled so regularly between the

Mediterranean and China that guidebooks were published to help them on

their way. But they were not alone. Armenian and Jewish merchants played

crucial roles in trans-Eurasian exchanges. 19
Religions, including Christian-

ity, Zoroastrianism, Buddhism, Manichaeism, and Islam, also moved sur-

prisingly freely along the major Afro-Eurasian trade networks. And so did

diseases. Eventually, traveling from east to west, came the bubonic plague.

Its spread indicated the scale and intensity of Afro-Eurasian exchange net-

works, even though it was to end the postclassical cycle of expansion.

The hub of these networks remained in the Islamic world, so it is not sur-

prising that Islam expanded throughout this period. In the centuries before

1000 ce , the importance of the Mesopotamian /Persian hub region was ap-

parent in the critical role of the Sassanid and Islamic Empires in Afro-

Eurasian exchange networks. In the first thousand years of their history, the

Islamic civilizations that controlled this zone encouraged exchanges of

ideas, goods, and technologies between many different parts of Afro-

Eurasian networks, thereby stimulating population growth and increasing

the synergy of commercial and information networks. As Andrew Watson

has shown, the expansion of Islam was sustained in part by the openness of

early Islamic states to innovation, particularly in agriculture. 20 In the course

of several centuries, agriculturalists in the Islamic world imported and

learned to use a wide range of new crops—including fruit trees, vegetables,

and cereals, as well as fiber crops, condiments, and narcotics—in what we
might call the Abbasid. exchange, by analogy with the later Columbian ex-

change. Many new crops came from India, Africa, or Southeast Asia. And
because information was pooled in the Islamic world as well as crops and

technologies, it became the center of Eurasian science as well as commerce.
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It was here, not in Europe, that the greatest achievements of classical

Mediterranean philosophy and science were preserved for the future. In 1000

ce, there could be little doubt that the hub of the Afro-Eurasian ecumene

lay in the Islamic world, and the expansion of Islam continued throughout

the postclassical Malthusian cycle. By 1500, Islamic states included the Ot-

toman Empire, the most powerful empire in the Mediterranean world; the

Safavid Empire in Persia; and a series of states reaching from the Philip-

pines through Southeast and South Asia to sub-Saharan Africa.

But though the hub of Afro-Eurasian exchange networks was in South-

west Asia, their center of gravity lay in India and China. While the exchanges

that passed through the eastern Mediterranean may have been more diverse

and drawn from a larger area, the greatest volume of exchanges could be

found in East Asia. European merchants were drawn to Asia, and particu-

larly to China, because that was where the largest markets could be found,

sustained by the largest populations and the most dynamic economies in

the world. East Asian economic history has not been studied as intensely

as that of Europe; and ever since the eighteenth century, models of Asian

economic history have been shaped too much by images of a fundamentally

static "Asiatic" type of economy and society. The reality was different.
21 Not

only were Asian economies the largest in the world, they may also have had

the highest levels of commercialization, at all levels of society, and the high-

est levels of productivity, both in the countryside and the towns.

Indeed, as noted in chapter 10, Lynda Shaffer has argued that the main

geographical feature of this era of world history was "Southernization." 22

Akin to the more recent phenomenon of Westernization, Southernization

began, she suggests, with technological and commercial innovations in tex-

tile production, metallurgy, astronomy, medicine, and navigation, all pio-

neered in the Indian subcontinent and in Southeast Asia. In the ninth cen-

tury ce, a Muslim writer, al Jahiz, wrote:

As regards the Indians, they are among the leaders in astronomy,

mathematics . . . and medicine; they alone possess the secrets of the

latter, and use them to practice some remarkable forms of treatment.

They have the art of carving statues and painted figures. They possess

the game of chess, which is the noblest of games and requires more

judgment and intelligence than any other. They make Kedah swords,

and excel in their use. They have splendid music. . . . They possess a

script capable of expressing the sounds of all languages, as well as many
numerals. They have a great deal of poetry, many long treatises, and

a deep understanding of philosophy and letters. . . . Their sound judg-

ment and sensible habits led them to invent pins, cork, toothpicks, the

drape of clothes and the dyeing of hair. . . . They were the originators
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of the science of firk, by which a poison can be counteracted after it has
been used, and of astronomical reckoning, subsequently adopted by the
rest of the world. When Adam descended from Paradise, it was to their

land that he made his way.

23

Innovations pioneered or preserved in the Indian subcontinent spread to

Southeast Asia and China and then to the Islamic world, providing much
of the driving force for the postclassical Malthusian cycle. Shaffer notes, "By
1200 the process of southernization had created a prosperous South from
China to the Muslim Mediterranean ." 24

Commercialization and Its Impact

The expansion of Afro-Eurasian markets during the postclassical Malthu-
sian cycle ensured that commerce and those engaged in it acquired a cul-

tural, economic, and political importance they had never enjoyed before. We
have seen that merchants had played a significant role in all agrarian civi-

lizations, but usually they constituted a subordinate and sometimes despised

layer of the upper classes. However, as trade networks expanded within

agrarian civilizations over several millennia, so did the volume of wealth
passing through mercantile hands, and so did the number and importance
of those who managed or depended on commercial wealth. By the end of

the postclassical Malthusian cycle, merchants formed an important,

wealthy, and distinctive social category in most states in the Mediterranean
and Islamic worlds, the Indian subcontinent, and China. In some regions and
countries, such as the city-states of Italy or the Netherlands or Southeast
Asia, merchants dominated small states.

In such states, increased reliance on commercial revenues led to funda-
mental changes in attitudes, in state structures, and in policy. We have
already seen that those polities near major trading systems often had to

depend more on commercial than on tributary revenues. In Europe, small

states multiplied during the postclassical Malthusian cycle, because here
(unlike in the eastern Mediterranean, northern India, and China) no large

tributary empire emerged to succeed the imperial juggernauts of the clas-

sical era. Thus Europe, like parts of South and Southeast Asia, developed
as a region of many small and highly competitive states. Their size limited

the volume of tributary revenues that could be exacted; intense competi-
tion raised the cost of survival; and the proximity of major trade routes

provided opportunities to siphon off commercial revenues. In such envi-

ronments, commercial sources of revenue ceased to be an embarrassing ex-

pedient: they not only provided fiscal salvation for many small states but
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also shaped their economic and political structures, and even their values

and social composition.

Clusters of aggressively commercial city-states appeared in Italy and also

in northwestern Europe—particularly in Flanders and in the many cities of

the Hanseatic League, which traded in the furs and fish of the Atlantic and

the Baltic. Because these states were so dependent on trade, their rulers were

often closely allied to merchants; sometimes the rulers were merchants. Not

surprisingly, such states backed mercantile activity with all the political and

military force at their disposal, engaging in a confusing mix of tributary

and commercial exchanges, using force where they could, but trading with

commercial finesse where necessary. In Italy, Thomas Brady observes,

"States ruled by merchants or by merchants and landowners arose . . . very

shortly after a.d. 1000. Pisa, Genoa, and Venice led the pack, but all up and

down Central Europe, from Tuscany to Flanders, from Brabant to Livonia,

merchants not only supplied warriors—as they did all over Europe—they

sat in governments that made war and, sometimes, buckled on armor and

went into battle themselves." 25 On occasion, these trading polities proved

powerful enough to inflict military defeats even on powerful tributary poli-

ties, as the Athenian city-states had 1,500 years before, when they defeated

the Persian Empire at Marathon and Salamis (in 490 and 480 bce, respec-

tively). In 1176, at the battle of Legnano, a league of northern Italian com-

munes defeated the German emperor, Frederick Barbarossa, and freed them-

selves from imperial control. An uncle of Barbarossa's noted the oddity of

this phenomenon: "In the Italian communes they do not disdain to grant

the girdle of knighthood or honorable positions to young people of inferior

station, and even to workers of the vile mechanical arts, whom other peoples

bar like the plague from the more respectable and honorable circles."
26

Militarily powerful commercial states such as these reflect the long-term

rule that as commercial networks expanded and the wealth passing through

them increased, so too did the potential influence of mercantile elites, until

they sometimes found that they could challenge neighboring tributary elites

not just commercially but in war as well. One of the decisive markers of the

Modern Revolution was to be the rising economic and military influence of

states whose economies were based on commercial exchanges rather than

on more traditional tributary activities such as the gathering of taxes from

the land. But not until the nineteenth century did it become apparent that

as more and more wealth circulated within international commercial net-

works, such states would eventually eclipse even the most powerful of trib-

utary empires, and on their home ground—the use of military force.
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An Aborted Industrial Revolution in Song China?

China offers an interesting example of the potential impact of commercial-

ization even within powerful tributary empires. By the first millennium bce,

commercial activity was already widespread in much of China; even land

could be bought and sold. And by the middle of that millennium, the ap-

pearance of a powerful and independent merchant class was noted in the lit-

erary classics of the late Zhou dynasty, including the writings of Confucius

(the Latinized form of Kong Fuzi, or "Master Kong," who lived ca. 551-479
bce). By the time of the early Han dynasty, there were wealthy merchants

who catered to the needs of rulers and nobles, petty merchants who bought
and sold in provincial centers, and peddlers who bought and sold in the vil-

lages, thereby bringing villagers, too, within networks of commerce. Chang-
an (modern Xian), the Han capital, covered almost 34 square kilometers, a

much larger area than contemporary Rome, which covered only 13 square

kilometers. 27 In the large towns, according to the imperial historian Sima
Qian (who wrote at the end of the second century bce), one could buy "alco-

holic drinks, prepared foodstuffs, silks, hemp cloth, dyes, hides, furs, lacquer-

ware, copper and iron goods." 28 A description from the same period sug-

gests the increased visibility of a distinctive and wealthy merchant class, and
also conveys the air of disapproval with which merchants were normally
treated by members of the traditional nobility:

Well-to-do merchants accumulate goods and redouble their profits,

while the less well-to-do sit in their shops and sell. They control the

markets and daily enjoy their ease in the cities. They take advantage
of the pressing needs of the government to sell at twice the normal
price. Their sons do not plough or hoe. Their daughters do not raise

silkworms or weave. They have fancy clothing and stuff themselves
on millet and meat. They earn fortunes while suffering none of the

hardships which the farmers suffer. Their wealth enables them to hob-
nob with princes and marquises, and to dispose of greater power than
the officials.

29

Increased commercial activity, by offering new forms of revenue to states,

could eventually have subtle but important effects on state systems. But it

was least likely to transform states that had easy access to traditional forms

of revenue, such as land taxes—most notably, large, tributary empires such

as Han China, which controlled huge areas of land. Nevertheless, where tra-

ditional fiscal methods proved ineffective, commercialization could trans-

form even the most powerful tributary states. The shift can be seen clearly

in China during the postclassical Malthusian cycle. After the long period of

imperial breakdown that followed the collapse of the later Han dynasty early
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in the third century ce, China was reunited during the Sui (589-617) and

Tang (618-906) dynasties. Under the Tang, strong central rule and relatively

orderly government made possible rapid growth of urban populations and

of commercial activity, particularly in the south. And the Tang proved ex-

ceptionally open to foreign influences, whether in religion (this was the great

era of Chinese Buddhism) or in trade. But the Tang were not particularly

supportive of private commercial activity. Their tax base lay in the land, and

until the An Lushan rebellion (755-63), they administered land taxes with

an efficiency never again matched. They thus had little need for or interest

in commercial revenues. Accordingly, the Tang for the most part maintained

a traditional disdain for commerce and commercial activities, both at home

and abroad. For example, merchants were not allowed to take the civil ser-

vice exams.

However, the rulers of the Song dynasty (960-1276) found themselves

in a much weaker position. After the Tang dynasty collapsed in the tenth

century, much of northern China was lost to the Khitan (Liao) dynasty. In

1125, the Song dynasty lost its remaining control of the north to the

Manchurian Jurchen (Jin) dynasty. Forced to relocate to the more com-

mercially minded south, the Song moved their capital from Kaifeng to

Hangzhou. Facing constant military challenges in the north, without the

huge tributary revenues available within a unified China, and in the more

entrepreneurial environment of southern China, the rulers of the later Song

dynasty began to look more benignly on commercial activity and those who

engaged in it. In the twelfth century, they even allowed successful merchants

to buy official rank; and Marco Polo was told that the Song emperor had in-

vited wealthy merchants to his palace, which would have been unthinkable

under the Tang.30 This shift in attitudes was driven by hard fiscal realities.

By the mid-thirteenth century, 20 percent of Song revenues came from tolls

on foreign trade, compared to only ca. 2 percent 200 years before. 31 Not sur-

prisingly, the southern Song began to actively promote commercial activ-

ity and technological innovation. Whereas under the Tang, Guangzhou

(Canton) was the only port allowed to take part in foreign trade, under the

Song, seven more ports were opened. Aiding such trade were the very ad-

vanced junks built under the southern Song. They used compasses and stern-

post rudders and had watertight bulkheads and special buoyancy chambers. 32

Internal commerce also flourished, particularly in the south, where popu-

lations were booming and trade networks with Southeast Asia and Japan

were developing rapidly. To support increased monetization, the Song pro-

duced huge amounts of coinage; by 1080, they were minting about 6 mil-

lion strings of coins a year (or ca. 200 coins per person), whereas the Tang
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had normally issued no more than 100,000 to 200,000 a year (ca. 10 coins
per person).33

We have seen already that commercial exchanges are more likely to gen-
erate efficiency-raising innovations than are tributary exchanges, in which
coercion can take the place of efficiency. And where states look benignly on
commercial activity and create a supportive political and legal environment,
it is reasonable to expect signs of increasing openness to innovation. This
theoretical prediction certainly seems to be borne out by the history of the
Song dynasty, for despite their political weakness, the Song presided over a
period of astonishing growth and innovation.

By the middle of the eleventh century, China was divided between three
large powers: the Song, the Khitan in the north and northeast, and the Tangut
or Xia kingdom in the northwest. This period of divided rule was the pre-
lude to an era of extraordinary technological innovation, which provided a
kind of climax to the long process of Southernization. First, the agricultural
foundations of the Song economy were revolutionized. According to Mark
Elvin,

the agricultural revolution . . . had four aspects. (1) Farmers learned
to prepare their soil more effectively as the result of new knowledge,
improved or new tools, and the more extensive use of manure, river
mud and lime as fertilizers. (2) Strains of seed were introduced which
either gave heavier yields, or resisted drought better, or else by ripening
more rapidly made it possible to grow two crops a year on the same
land. (3) A new level of proficiency was reached in hydraulic tech-
niques, and irrigation networks of unprecedented intricacy constructed.

(4) Commerce made possible more specialization in crops other than
the basic foodgrains, and so a more efficient exploitation of varying
resource endowments. 34

Indeed, he concludes that by the thirteenth century, China likely had the
most productive agricultural sector in the world, with the possible excep-
tion of India.

Supportive governments also encouraged innovation in other areas of
the economy. The widespread use by governments and officials of wood-
block printing to disseminate technical knowledge ensured that new tech-
niques and new methods of inquiry in metallurgy, armaments, farming,
medicine, and engineering spread widely. Coal and perhaps coke were used
in the manufacture of iron; and official statistics show that by 1078, iron
production had reached 1 13,000 metric tons a year, the equivalent of ca. 1 .4
kilograms per person. This level of production was six times what had nor-
mally been produced under the Tang, and it was not matched in Europe be-
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Figure 12.1. Commercial activity in China under the Song dynasty. Courtesy

Palace Museum, Beijing.

fore the eighteenth century. 35 At about the same time, two government ar-

senals were producing as many as 32,000 suits of armor a year, in three dif-

ferent sizes. Copper production rose so sharply that Greenland glaciers to-

day show a sudden increase in atmospheric copper pollution in this era.
36

The technology of gunpowder was also pioneered under the Song, though

its explosive properties were first deployed in war by their northern rivals,

the Jurchen (Jin), in 1221. By the end of the thirteenth century, the first

guns were in use in northern China.37 By the eleventh century, a silk-reel-

ing machine had been invented—the earliest known attempt to mechanize

textile production. 38 There was significant innovation also in commercial

methods (see figure 12.1). Early in the eleventh century, the government

even started backing the issue of paper money.39

The innovations of this period were not purely Chinese. Rather, they

reflected an increasing willingness on the part of governments and elites

to exploit new productive and commercial ideas, whatever their source.

Much Chinese innovation was based on a pooling of knowledge that had

accumulated in other parts of the Afro-Eurasian system. For example, the

new strains of rice that sustained the population boom in the south were

imported from Vietnam. Many other techniques were imported from In-

dia or the Islamic world. Hydraulic techniques were particularly well de-

veloped in the Islamic world, where irrigation had a history of several thou-

sand years; methods of textile manufacture were highly developed in India.

The research of Joseph Needham into Chinese technology has highlighted
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the technological virtuosity of China, but it may also have unwittingly ob-

scured the innovative technologies of other regions of the Afro-Eurasian

world system.40

Nevertheless, rates of innovation under the Song were exceptional. In-

deed, so astonishing is the extent of commercialization and innovation un-

der the Song dynasty that it is tempting to think that medieval China was

on the verge of an industrial revolution of its own. But if there was a rev-

olution, it was not sustained and thus could not revolutionize the world.

There are three main reasons that it failed to spark widespread change. First,

the factors that encouraged the Song rulers to back commerce and entre-

preneurial activity proved ephemeral; second, China's location at the edge,

not at the hub, of Afro-Eurasian exchange networks slowed the spread of

its innovations to other regions; and third, the world system as a whole was

not yet large or integrated enough to ensure that innovation in China would

rapidly infect other regions.

A system of competing states proved to be an unstable configuration in

China. Well-established traditions of political and cultural unity, and well-

integrated communications systems, made it likely that sooner or later,

China would be reunified and the commercial and technological wealth of

the Song period would be devoted once again to supporting a powerful united

dynasty. In fact, this process was completed by 1279 after the conquest of

South China by the Mongols under Kublai Khan. After reunification, two

of the three conditions encouraging states to support commercialization

(small size and intense rivalries) vanished, and the third (easy access to rich

trading systems) lasted only slightly longer. China ceased to be a region of

vulnerable and competing states keen to take revenues from any available

source. Under the Yuan and Ming dynasties, government revenues shifted

back to more traditional tributary sources, such as taxes from the peasantry.41

The sheer size of a united China meant that commercial revenues would

find it hard to compete with more traditional sources of revenues. And over

the centuries that followed, the colossal inertia of this huge system made
the shift from traditional revenues more complex and difficult than it might

have been in a region of smaller, competing states.

In the fifteenth century, Chinese governments disengaged almost entirely

from world trade networks, even if many of their subjects continued to trade

despite the obstacles they now faced. The naval traditions of the Song sur-

vived until the fifteenth century. Indeed, between 1405 and 1433, under the

command of a Muslim eunuch, Zheng He, seven separate fleets containing

up to sixty ships and 40,000 soldiers were sent on journeys to the west (see

figure 12. 2).
42 They reached Ceylon, Mecca, and East Africa and may even
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Figure 12.2. Boatbuilding in China and Europe in the fifteenth century. The

larger boat is a reconstruction of one of the ships used by the Chinese admiral

Zheng He. Between 1405 and 1433, Zheng He led seven huge Chinese fleets with

up to 60 ships and 40,000 soldiers in voyages to India, Southwest Asia, and East

Africa, navigating with surprisingly accurate maps of all the lands he visited. His

largest ships were at least five times the length of Columbus's ship, the Santa

Maria, and they had watertight internal compartments. Columbus sailed fifty

years after Zheng's last voyage. His fleet lacked many of the technological refine-

ments of the Chinese fleets, and he was far more ignorant of where he was going.

Nevertheless, Columbus's ships were more maneuverable, and probably better

suited to the exploration of unfamiliar seas. Courtesy Relics Publishing House,

Beijing.

have touched land in northern Australia. But these were not primarily trad-

ing missions, and the government that backed them was not looking for com-

mercial revenues so much as symbolic submission to China. Not surpris-

ingly, it had a limited stake in their continuance, particularly as they cost

the state dearly. Eventually, deciding that the money was better spent de-

fending its vulnerable northern borders, the Ming government lost inter-

est in these expensive expeditions. Within a few decades the government

had banned all Chinese shipping, though determined Chinese traders could

usually find ways around these restrictions.
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The second factor that lessened the impact of the economic revolution

under the Song was China's geographical position, at the edge of the Afro-

Eurasian network of exchanges. Though the volume of exchanges in China

was vast, Chinese exchange networks neither reached as far nor carried as

diverse information and goods as the exchange networks of hub regions such

as the Islamic heartland in Mesopotamia typically did; thus, their influence

on other parts of the Afro-Eurasian world was limited. Chinese innovations

certainly had consequences elsewhere: many inventions, including the use

of movable type for printing, the use of paper money (and the technology

to make paper), and the use of gunpowder, reached the West, where their

eventual impact was revolutionary. In addition, China's vast commercial mo-
mentum drew traders eastward by both land and sea. But these develop-

ment made little immediate impression outside of China itself.

Third, and related to this last point, was the loose integration of the Afro-

Eurasian networks, and their isolation from the networks of other world

zones. The sluggishness with which Chinese innovations were taken up else-

where suggests that the preconditions for a worldwide industrial revolu-

tion existed neither in China nor in the rest of the world. Exchanges of goods,

ideas, and wealth were still restricted by technologies of communications

that had changed little since the first millennium bce. One sign of the lim-

its of information exchanges is the immense ignorance about China that

prevailed in medieval Europe, an ignorance matched only by Chinese un-

familiarity with western Afro-Eurasia.

In short, during the postclassical Malthusian cycle, Afro-Eurasian ex-

change networks, though not as connected as in modern times, were more
integrated than ever before, and commercial activity flourished in all ma-
jor agrarian civilizations. Innovation was more rapid than in the classical

era, particularly during the astonishing era of growth under the Song. And
much innovation, in this as in previous eras, came from states in which rulers

were closely allied to mercantile elites and linked in widespread networks

of commercial and information exchange.

THE EARLY MODERN MALTHUSIAN CYCLE:

THE FOURTEENTH CENTURY TO THE SEVENTEENTH CENTURY

The First Global Network of Exchanges

In the fifteenth century, after the long slump associated with the Black Death,

populations rose again throughout Afro-Eurasia. Once again, population

growth stimulated commerce and urbanization. The commercial networks

of the preceding cycle, which had decayed for much of the late fourteenth

and fifteenth centuries, revived in the early sixteenth century—but now they
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reached even further. European traders played an important role in creat-

ing these links, now operating mainly by sea. And the activities of Euro-

pean merchants and sailors, usually with government backing, eventually

led to one of the most significant breakthroughs of this period: the appear-

ance of the first exchange networks to circle the globe. The bridging of the

Atlantic early in the sixteenth century was an event of truly world-historical

significance, and it is no accident that most historians of modernity, partic-

ularly within the Marxist tradition, have counted it as one of the defining

events of the last millennium. As Marx himself put it: "World trade and the

world market date from the sixteenth century, and from then on the mod-
ern history of Capital starts to unfold." 43

The system of exchanges that first appeared in the sixteenth century

linked the markets of Afro-Eurasia, the Americas, sub-Saharan Africa, and

eventually even Melanesia, Australia, and Polynesia into the first truly

global world system. 44 The new system was almost twice the size of any

that had earlier existed, and it contained a much greater variety of goods

and resources. The size of the new system and the scale of the exchanges

that took place within it meant that more wealth was in circulation than ever

before in world history. The sheer volume of wealth now flowing through

international systems of exchange made the gradient between the largest

and the smallest reservoirs of wealth in the world much steeper, and it in-

creased the influence of the merchants and financiers who handled these ex-

changes. The widening gulf between the rich and the poor energized com-

mercial flows of many kinds, and the economic "voltage" accumulating

within the new global system drove a commercial motor of unprecedented

power. Silver looted from the Americas by Spain energized European and

world commerce, as it worked its way through Europe or moved via the

Philippines to India and then to China. Chinese demand for silver (driven

by the devaluation of paper and copper currencies, widespread commercial-

ization in the countryside, and the monetization of taxation) fueled the global

trade in silver.
45

But other exchanges were as important. The transmission both ways of

crops, of technologies, of peoples, and even of disease bacteria made possi-

ble by the linking of the Afro-Eurasian and American world systems is de-

scribed in Alfred Crosby's The Columbian Exchange (1972). The swapping

of diseases ensured that global integration was a destructive process for all

the smaller world zones. By 1500 ce, exchanges of diseases within the more
densely settled parts of Afro-Eurasia had increased overall immunities

throughout Afro-Eurasia. But no such toughening had occurred in the

Americas or the even more isolated communities of the Australasian and
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Pacific world zones. Thus, when Europeans reached the Americas in the six-

teenth century, bringing their diseases with them, it was overwhelmingly

the Americans who died of Eurasian diseases rather than the other way
around. 46

Our figures are only educated guesses, hut in the more densely settled

regions of Mesoamerica and Peru, the fall in populations during the sixteenth

century was truly catastrophic: populations may have fallen by as much as

70 percent, while populations in the Americas as a whole may have fallen

anywhere from 50 to 70 percent. 47 Contemporaries, on both sides of the di-

vide, were aware of imbalance in the exchange of diseases. As a native Amer-
ican from Yucatan put it, before the Europeans came "there was then no

sickness; they had no aching bones; they had then no high fever; they had

then no smallpox [see figure 12.3]; they had then no burning chest; they

had then no abdominal pain; they had then no consumption; they had then

no headache. At that time the course of humanity was orderly. The foreigners

made it otherwise when they arrived here."48 English colonists from the

Roanoke Island settlement of 1585 made the same observation, but from

the other side of the epidemiological frontier. Thomas Hariot, the colony's

surveyor, wrote that after they had visited native towns or villages,

within a few dayes after our departure from everies such townes, that

people began to die very fast, and many in short space; in some townes

about twenties, in some fourtie, in some sixtie, and in one sixe score,

which in truth was very manie in respect to their numbers. . . . The
disease also was also so strange that they neither knew what it was,

nor how to cure it; the like by report of the oldest men in the countrey

never happened before, time out of mind. 49

Other populations suffered just as severely when Europeans migrated to

Australasia and the Pacific. Sub-Saharan Africans were usually spared, be-

cause they had always been part of the wider Afro-Eurasian networks; in

any case, they inhabited an even more dangerous bacteriological environ-

ment than most Eurasians. Elsewhere, Eurasian diseases removed native pop-

ulations, making settlement easier for the Eurasian migrants that eventu-

ally turned large areas of the smaller world zones into Eurasian colonies,

with Eurasian crops, domesticates, pests, and diseases. 50

While the introduction of Eurasian domesticates transformed the econ-

omies, the social structures, and the exchange networks of the Americas, the

introduction of American domesticates had almost as great an impact in

Afro-Eurasia. From the Americas came maize, beans, peanuts, many vari-

eties of potato, sweet potato, manioc (cassava, tapioca), squashes, pumpkin,

papaya, guava, avocado, pineapple, tomato, chili pepper, and cocoa. 51 Man-
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Figure 12.3. Aztec victims of smallpox in the sixteenth century, from a

sixteenth-century Spanish history of "New Spain." From Alfred Crosby, Eco-

logical Imperialism: The Biological Expansion of Europe, 900-1900 (Cambridge:

Cambridge University Press, 1986), plate 9: from Historia de Las Casas de Nueva
Espana, Volume 4, Book 12, Lam. cliii, plate 114. Used with permission of the

Peabody Museum of Archaeology and Ethnology, Harvard University.

ioc has become a staple in many tropical regions of the Afro-Eurasian zone;

maize and potatoes are staples in many temperate zones. In China, Amer-

ican crops were adopted more rapidly than anywhere else in Afro-Eurasia,

after being introduced by the Portuguese in the sixteenth century. 52 Sweet

potatoes were being grown as early as the 1560s, and more than a third of

all crops today grown in China are of American origin. 53 Because such crops

flourished where more familiar staples grew less well, American crops ef-

fectively increased the area under cultivation and thereby made possible pop-

ulation growth in many parts of Afro-Eurasia from the sixteenth century

onward.

Patterns of Growth and Innovation

The vastly expanded flows of wealth and information generated in this

period had a profound impact on states and societies throughout the world.

In the Americas, their initial impact was rapid and destructive. Global inte-
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gration caused the death of millions of individuals and the end of traditional

empires, states, cultures, and religions. And the pattern was to repeated in

each new world entered by Europeans, from Mauritius to Hawai'i.

In the Afro-Eurasian zone, the effects were subtler and slower to mani-

fest themselves. But in much of Afro-Eurasia, and certainly in the most
densely populated core zones, new and expanded exchange networks, pop-

ulation growth, state activity, and commercialization encouraged growth and

innovation. As Joel Mokyr puts it:

The age of discoveries was . . . the age of exposure effects, in which
technological change primarily took the form of observing alien tech-

nologies and crops and transplanting them elsewhere. The aggressive

Europeans adopted crops from America in exchange for the livestock,

wheat, and grapes they transplanted into the New World. Furthermore,

they also transplanted non-European flora from America into Africa

and Asia and back in a massive act of what could be called ecological

arbitrage. Thus, they introduced bananas, sugar, and rice into the New
World, and cassava (also known as manioc) into Africa, where it even-
tually became the staple crop in many areas. 54

Population increases were partly caused by the "innovation" of using

American crops in Europe, China, and Africa. Cultivation of these new crops

required a whole series of minor agricultural innovations, including differ-

ent types of crop rotation, plowing, and irrigation. In China, the new crops

were particularly important because they could be sown in regions unsuit-

able for rice; they also brought great change in Africa. 55 But there were

significant developments as well in seafaring and in warships (which pro-

vided the technological resources for the creation of a unified world system

in the sixteenth century), in mining technologies, in warfare, and in com-
mercial methods.

However, rates of innovation were in some ways unimpressive; nowhere
do they rise to the level found during the Industrial Revolution. Even in

Europe, where the appearance of a global world system had the greatest im-

mediate commercial impact, technological innovation in the middle centuries

of the millennium—in areas outside warfare, shipping, instrument build-

ing, and metallurgy—was surprisingly sluggish. 56 As Peter Stearns observes:

Western technology [in 1700] and production methods remained firmly

anchored in the basic traditions of agricultural societies, particularly in

terms of reliance on human and animal power. Agriculture itself had
scarcely changed in method since the fourteenth century. Manufactur-
ing, despite some important new techniques, continued to entail com-
bining skill with hand tools and was usually carried out in very small
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shops. The most important Western response to new manufacturing

opportunities involved a great expansion of rural (domestic) produc-

tion, particularly in textiles but also in small metal goods.57

In Afro-Eurasia, the large-scale effects of the new global networks of ex-

change were subtler and less direct. In all the core regions, population grew

and commercial activity expanded. In China, between 1400 and 1700, pop-

ulation rose from ca. 70 to ca. 150 million. In India, in the same period, pop-

ulation rose from 74 to 175 million, and in Europe, from 52 to 95 million

(see table 11.1). According to one recent estimate, Asian populations con-

tinued to grow faster than those of Europe well into the eighteenth century,

at which time Asia contained ca. 66 percent of the world's population and

produced almost 80 percent of the total value of the world's goods and ser-

vices. 58 Historians used to assume that population growth in East Asia must

have led to greater poverty in this era, but that assumption was wrong. On
the contrary, as Andre Gunder Frank argues, it seems that

Asians were preponderant in the world economy and system not only

in population and production, but also in productivity, competitiveness,

trade, in a word, capital formation until 1750 or 1800. Moreover, con-

trary to latter-day European mythology, Asians had the technology

and developed the economic and financial institutions to match. Thus,

the "locus" of accumulation and power in the modern world system did

not really change much during those centuries. China, Japan, and India

in particular ranked first overall, with Southeast Asia and West Asia not

far behind. 59

Indeed, as noted above, the dominance of Asian economies was understood

by European observers such as Adam Smith even in the late eighteenth cen-

tury. Nor was Europe yet dominant technologically. Philip Curtin writes that

in the seventeenth century,

the "European Age'' in world history had not yet dawned. The Indian

economy was still more productive than that of Europe. Even per cap-

ita productivity of seventeenth-century India or China was probably

greater than that of Europe—though very low by recent standards.

Europe's clear technological lead was still limited to select fields like

maritime transportation, where design of sailing ships advanced enor-

mously through the sixteenth and seventeenth centuries. Otherwise,

Europe imported Asian manufactures, not the reverse. 60

That surpluses of silver gravitated toward Asia throughout this period also

suggests the centrality of Asia in the emerging world system of trade. And
these changes were not just skin-deep: commercial activity affected all lev-
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els of society. In China, the government began collecting most of its taxes

in cash rather than in kind in the sixteenth century, a clear sign of the ex-

tent of commercial exchanges even in the countryside. As Kenneth Pom-
eranz has shown, measures such as consumption of sugar or textiles or

other nonessentials, as well as statistics on life expectancy, suggest that in

the eighteenth century, standards of living were as high in China as in

Europe. 61

By all these measures, the expansion phase of the early modern Malthu-
sian cycle—despite the vastly increased scale of exchange networks—was
fairly typical in stimulating a moderate degree of innovation, not the high

levels characteristic of the modern era. We might thus expect that much of

the world was headed, sooner or later, for a Malthusian decline of some kind.

There was a slowdown in growth in much of Afro-Eurasia in the seven-

teenth century, though not nearly as sharp a decline as that seen at the end
of the previous cycle. Soon afterward, growth resumed in many different

parts of the world, even in areas such as India and China that were to lag

significantly in the nineteenth century. As late as 1800, observers such as

Adam Smith and Thomas Malthus had good reason to assume that the pat-

tern of Malthusian cycles that we have seen operating in the era of agrarian

civilizations was a permanent feature of economic life.
62 And some modern

researchers have argued that, absent one or two largely chance circumstances

such as the existence of large coal reserves in Britain, they may have been
close to the mark. 63

However, there were other changes during the early modern Malthusian

cycle that prepared the way for the decisive developments of the nineteenth

century.

The Impact of Commercialization in Tributary Societies

Social structure models of innovation suggest that we should expect inno-

vation to be most rapid where all sectors of society are tightly integrated into

commercial networks, so that all sectors of society are influenced by the rules

of efficiency and productivity that ensure success in a competitive commer-
cial environment. The simplified version of Marxist models described in the

previous chapter points to the importance of focusing on the impact of in-

creased commercialization in two main areas: first, the increasing influence

and power of mercantile elites; and second, the increasing involvement of

the rural population (the majority of the population in most agrarian civi-

lizations) in commercial activities of various kinds, until finally, when debts

or expropriation sever them entirely from the land, they become wage earn-

ers whose lives are totally dominated by commercial networks.
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Much research within the Marxist tradition has explored these issues,

demonstrating that in most core areas of the Afro-Eurasian zone such pro-

cesses had made great headway. Merchants and markets were of vital im-

portance to the functioning even of the most traditional agrarian societies.

Less commercialized states such as Poland or Muscovy actively supported

commerce and, where possible, colonial expansion, particularly into such po-

tentially profitable regions as the fur-rich lands of Siberia. In these ways,

large parts of the world occupied by kin-ordered societies of various kinds

were drawn into commercial exchange networks, often with profound ef-

fects on their traditional ways of life.
64

Such changes could transform states, as increased reliance on commer-

cial sources of revenue reduced the relative significance of traditional trib-

utary revenues from feudal dues or land taxes, forcing even large tributary

states to take more interest in commercial activities. Like many traditional

states, Muscovite governments established monopolies over the most lu-

crative trades, including those in precious metals or furs. But in the seven-

teenth century, they began to explore ways of taxing domestic trades as well

by levying sales taxes on salt and particularly on vodka. These items were

strategic, for in a country where most peasants were largely self-sufficient,

they were the only staples that could not be produced in the household, and

therefore had to be purchased. Salt was necessary to preserve foods, while

vodka soon became a vital ingredient of religious and social rituals in the

villages. In 1724, taxes on liquor sales already accounted for 11 percent of

government revenues; by the early nineteenth century, vodka taxes consti-

tuted the single largest source of revenue, providing between 30 percent and

40 percent of the government's total income. 65 As commercial revenues be-

came increasingly important, the Russian government found that despite

its professed hostility toward merchants, it had to dicker with them. At sev-

eral points in the 1850s, the government feared that failure to offer suffi-

ciently attractive terms to the powerful merchants who ran the liquor tax

farms might lead to its bankruptcy. This example of a shift in fiscal practices

is particularly striking because the Russian Empire in so many respects re-

mained a paradigmatic tributary society well into the nineteenth century.

Commercialization affected rural areas as much as it did towns and states.

In fact, by the middle of the second millennium ce, there were few rural

areas within the great civilizations of Afro-Eurasia where peasants were not

caught up in commercial activities of some kind. And in all these civiliza-

tions, large and growing numbers of people were dependent solely on wage

labor. The Chinese countryside was commercialized early. Mark Elvin notes

that in Song China, as early as 1000 ce,
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increased contact with the market made the Chinese peasantry into a

class of adaptable, rational, profit-oriented, petty entrepreneurs. A wide
range of new occupations opened up in the countryside. In the hills,

timber was grown for the booming boatbuilding industry and for the
construction of houses in the expanding cities. Vegetables and fruit were
produced for urban consumption. All sorts of oils were pressed for

cooking, lighting, waterproofing, and to go in haircreams and medi-
cines. Sugar was refined, crystallized, and used as a preservative. Fish

were raised in ponds and reservoirs to the point where the rearing
of newly-hatched young fish for stock became a major business
Growing mulberry leaves became in itself a profitable undertaking,
and there were special markets for mulberry saplings. Peasants also
made lacquer goods and iron tools.66

The more commercialized the regions the peasants lived in, the more
varied their possibilities for generating commercial revenues. They could
sell their surpluses of crops or specialize in commercial crops such as litchis

or tangerines; they could make and sell fibers or engage in other part-time
crafts; they could send individual members of the family to town in search
of wage labor. As more of their income came from commercial activities,

peasants throughout Afro-Eurasia had to abide by the rules of commerce
rather than the rules of tribute. It was no longer enough to pay the trib-

ute demanded by landlords or states; they also had to conform to the stan-

dards of productivity or quality demanded by their customers or employ-
ers, whether the wool merchants in Europe or the timber or wood merchants
in nearby towns. And in this way—sometimes rapidly, sometimes almost
imperceptibly peasants found themselves turned into petty entrepreneurs
or wage earners.

But in China as in much of the rest of Afro-Eurasia, such processes had
their limits. Though deeply involved in commercial activities of many kinds,

peasants everywhere resisted the final step of severing contacts with the land,

and governments used to raising traditional land taxes often supported their

resistance. In China in the eighteenth century, R. Bin Wong points out,

Many peasants owned at least some of their own property, and many also

rented some land. Virtually all land was worked at the household level of

production; landlords who expanded their bases of direct production in re-

sponse to market opportunities were few." 67
Traditional peasants often re-

tained a deep ethical commitment to the ancient principle that they had a

right to the land; they believed that the land was not something to be bought
and sold, like so many sacks of grain. Such attitudes survived well into the

twentieth century in many countries. In Russia as late as 1906, in a petition
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sent to pro-peasant deputies in the newly established parliament or duma,

mutinous peasant soldiers insisted:

In our view, the land is God's, the land should be free, no one should

have the right to buy, sell or mortgage it; the right to buy is fine for

the rich, but for the poor it is a very, very bad right. . . . We soldiers

are poor, we have no money to buy land when we return home from

service, and every peasant needs land desperately. . . . The land is God's,

the land is no one's, the land is free—and on this, God's free land, should

toil God's free workers, not hired laborers for the gentry and kulaks

[rich peasants ].
68

Though the Chinese countryside was highly commercialized in the eigh-

teenth century, structures of ownership and control of the land limited the

extent to which the majority of the population could be involved in com-

mercial networks. And, according to traditional Marxist models, such lim-

its were bound to restrict long-term rates of innovation.

Commercial attitudes and practices had entered deeply into rural life and

had even affected the practice of governments in some of the most tradi-

tional tributary empires, but they had not yet undermined the structures

of power and production typical of traditional agrarian societies.

A NEW GLOBAL TOPOLOGY: THE CHANGING ROLE OF EUROPE

In western Europe, the commercialization of social, political, and economic

structures went further than anywhere else in the Afro-Eurasian zone. Eu-

ropean societies were younger and more malleable than those of the older

core regions; their states were smaller and more susceptible to international

commercial pressures; they were also, for reasons that will be discussed later,

more open to commercial activities; and perhaps most important of all, the

changing topology of global exchange networks ensured that during the

early modern Malthusian cycle, the relative volume, variety, and intensity

of information and commercial exchanges passing through Europe were

greater than anywhere else.

The Changing Topology of Global Exchanges

The creation of a global network of exchanges affected Europe decisively

because it was accompanied by a rearrangement in the topology of global

exchanges. At the largest scale, the structures of exchange systems in the

Afro-Eurasian system had been relatively stable for several millennia, with

hub regions at the eastern end of the Mediterranean, in northern India, and

in central Asia; since the first millennium bce, the center of gravity had
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shifted eastward toward the more densely settled regions of northern India

and China. But with the linking of the Afro-Eurasian and American world

zones, western Europe and the entire Atlantic coast suddenly emerged as a

new hub region, through which flowed most of the exchanges connecting

the world zones of Afro-Eurasia and the Americas. What had been a pe-

ripheral region in the Afro-Eurasian zone abruptly became the most im-

portant hub in the largest network of exchanges that had ever existed. Even

if the center of gravity of global exchange systems remained in the Far East

as late as 1800 ce, the greatest diversity of exchanges could be found in the

new hub region of western Europe.

This was a fact of immense consequence, in particular for the future of

Europe. It was in a sense contingent. Europe was in the right place to take

advantage of the vastly increased exchanges of the emerging global exchange

network. Having been on the margins of the Afro-Eurasian system for mil-

lennia, Europe in the sixteenth century had the good fortune to suddenly

find itself at the hub of the largest and most varied network of exchange in

history. Its repositioning in the center of the new global network revolu-

tionized the life of the entire region. The exchanges now passing through

Europe were much larger than any previous flows of this kind. The trans-

fers of silver from the Americas to Europe to the Islamic world and on to

the Far East between the sixteenth century and the nineteenth century pro-

vide just one instance of Europe's crucial role as middleman.69
Clearly, we

do not need to rely on European exceptionalism to explain Europe's dis-

tinctive role in the modern world, just as we do not need to treat the emer-

gence of urban civilization in Sumer as a sign of that region's exceptional-

ism. As Andrew Sherratt has argued,

western Europe only stumbled on a new role with the discovery of the

New World and the growth of Atlantic links. There is thus no predeter-

mined relationship between social or economic sophistication and the

way a region develops; from a local stand-point, change is often arbi-

trary and unpredictable. Enlargement of the world-system, and alter-

ations of its shape and connections, thrusts areas into new roles for

which at the time they often seem unfitted. 70

As in Sumer, more than 4,000 years before, a sudden increase in the scale

of exchanges and a sudden rearrangement of exchange networks encour-

aged and made possible a quite new scale of investment in what had previ-

ously been a backwater. 71

But we should not make too much of contingencies, for Europe's strate-

gic position was not entirely accidental. Other regions within the Afro-

Eurasian world zone might have built and financed merchant fleets capable
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of traveling around the entire globe, perhaps fleets similar to those com-

manded by the Ming admiral Zheng He early in the fifteenth century. If

they had done so, they, rather than the Atlantic rim, might have become

the hubs of the new global system. Indeed, a world in which hub and cen-

ter of gravity coincided in China might have generated an even more rapid

and chaotic modern revolution than the one we know, whose hub and cen-

ter of gravity long lay in different parts of the world. The topology of the

new system was not determined purely by geography; Europe became the

hub of the new global system of exchanges in part because it was preadapted

for the role.

In two ways, western European societies were exceptionally well prepared

to survive in the new, global commercial system that emerged in the six-

teenth century. First, they were young and flexible. States emerged in north-

western Europe within the past 1,500 years. By then, powerful and successful

states had already existed for more than 3,000 years in Mesopotamia and

at least 2,000 years in China. The success of these large, tributary states is

a measure of the extent to which their political and military structures, their

class alliances, and their values were adapted to the social and political ecol-

ogy of the agrarian era. In contrast, the younger polities of Europe evolved

in a more commercialized world. Their structures and traditions of gov-

ernment, their characteristic class alliances and attitudes, and their tradi-

tions of warfare were adapted to this very different social and political en-

vironment. Of course, there were striking differences between different

European states, differences that are described superbly in Charles Tilly's

Coercion, Capital, and European States, ad 990-1992 (rev. ed., 1992). Nev-

ertheless, the general rule stands: the state systems of Europe north of the

Mediterranean (and the new colonial states of the Americas to an even

greater degree) evolved their basic structures and attitudes in a more com-

mercialized world than that of the classical era.

Second, the European state system was characterized by a cluster of fea-

tures that we have seen before (in chapter 10), whose combined effect was

to encourage elites to look more benignly on commercial activity. In west-

ern Europe, unlike in Mesopotamia or China, no new tributary empires

emerged after the collapse of those that had ruled the region in the classi-

cal era. The Holy Roman Empire aspired to but failed to achieve this role.

As a result, western Europe emerged during the postclassical Malthusian

cycle as a region of many small states, in constant competition and close to

the major trading routes of the Mediterranean world. This is a familiar

setup. 2 In periods of limited commercialization, such as the era in which

the city-states of classical Greece flourished, this cluster of factors created
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commercially and militarily adventurous polities that could prove surpris-

ingly powerful. Their traders traveled much of the known world; and, as

noted above, their armies could sometimes challenge even the juggernauts

of the tributary world, as the Greek city-states did at the battles of Marathon
and Salamis that drove back the Persians. But they could not hope to re-

place the great empires permanently. In the much more commercialized

world of the eighteenth century, analogous differences between states and
regions could prove more decisive.

These two factors explain why European societies were already well

adapted to the economic, political, and military realities of a highly com-
mercialized world. More specifically, they help explain the extremely com-
petitive and often brutal commercialism typical of European trading sys-

tems from the fifteenth century onward. In the expansion phase after the

Black Death, European states engaged in a life-and-death struggle for a

share of the commercial wealth available in expanding Eurasian trade net-

works. Even the most traditional of states, such as the militaristic polities

that expelled Islamic rulers from Spain, or the powerful French state ruled

by Louis XVI, understood the importance of commercial revenues. The
Spanish monarchy, in its heyday, relied overwhelmingly on commercial

revenues and loans, while seventeenth-century governments in France de-

pended on a wide range of new consumption and commercial taxes .

73

Increasing commercial activity and government interest and support helped

drive European improvements in ship design and navigation, in textile work-
ing (textiles were the second-largest economic sector in most premodern
economies), in canal locks, and even, perhaps, in printing. Indirectly, they

were factors in the Iberian conquest of Atlantic trade networks and the sub-

sequent conquest of the agrarian civilizations of the Americas .

74 The huge
wealth extracted from the Americas—and the immense commercial, polit-

ical, and military power that could be built on these revenues, as the exam-
ples of Spain and Portugal made clear—encouraged an intensification of this

aggressive commercialism, which became the hallmark of European states

in the early modern period. This complex of state power dependent on com-
mercial revenues also explains why European ships could be found in all

parts of the world by the sixteenth century.

So it was not entirely by accident that Europe found itself at the hub of

the new, global system of exchanges. The appearance of a highly competi-

tive world of expansionist and commercialized states on the shores of the

Atlantic guaranteed that eventually the Atlantic would be bridged. Indeed,

a fragile and all-too-temporary bridge had already been built by Viking nav-
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igators in the previous Malthusian cycle, prefiguring the aggressive expan-

sionism of European states in later centuries.

The Impact of Global Exchange Networks In Europe

Europe's strategic position made it certain that Europe would be affected by

changes in this new global system more decisively than any other part of

the world. Information exchanges have too often been ignored in accounts

of modern world history. Yet, as I have argued in previous chapters, at large

scales, changes in the amount and variety of information exchanged between

different communities may be a crucial determinant of rates of innovation.

Europe in the early modern period found itself swamped by new informa-

tion. At the hub of the new global exchange system, it was the first to re-

ceive a mass of new knowledge about the New World, as well as about other

regions of Afro-Eurasia. Europe became a sort of clearinghouse for new ge-

ographical and cultural lore. Thus it was here that the torrent of new infor-

mation flowing through the first global exchange network had its earliest

and greatest impact on intellectual life and activity.

The digestion of this new mass of information transformed European in-

tellectual life. Margaret Jacob writes that "the cumulative effect" of the travel

literature of the sixteenth and seventeenth centuries "had been to call into

question the absolute validity of religious customs long regarded, especially

by the clergy, as paramount." 75 As the arena of information exchange ex-

panded, and as the printing press circulated ideas more quickly, traditional

systems of knowledge faced ever harsher tests of their truth claims and had

to shed many of their more parochial features. As Andrew Sherratt has re-

cently written in an essay stressing the role of widespread exchanges in

human history,
"
'Intellectual Evolution' . . . consists principally in the emer-

gence of modes of thinking appropriate for larger and larger human group-

ings. . . . This transferability has been manifested in the last five hundred

years in the growth of science, with its striving for culture-free criteria of

acceptance!-]
" 76 This infusion of new information and knowledge is the best

available explanation for the radical skepticism about traditional accounts

of reality that lies at the heart of the modern scientific project and that first

becomes apparent in Europe in the sixteenth century. From the seventeenth

century onward, European "natural philosophers" knew that they were

working with a vastly expanded body of information, much of which under-

mined the credibility of traditional maps of reality. Steven Shapin observes,

"Philosophical schemes based on restricted knowledge were likely to be

faulty for just that reason, and the expanded experience afforded, for ex-
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ample, by the voyages of discovery to the New World was an important sup-

port for currents of early modern skepticism about traditional philosophi-

cal systems." 77 Skepticism about the very foundations of knowledge, a search

for increasingly universal conclusions (exemplified by Newton's laws of

gravity), and more rigorous testing procedures (such as those used by
Galileo) can thus be seen as important consequences of the expanded frame-

work within which knowledge systems were tested in an emerging global

system of information exchanges.

The impact of global networks of exchange on European social, political,

and economic structures is more familiar but was equally significant. Eu-
ropean merchants and the rulers who backed them were rewarded spectac-

ularly and rapidly. Spanish soldiers conquered the agrarian heartlands of

Mesoamerica and Peru, while Portuguese, French, Dutch, and British ex-

peditions began to colonize other regions of the Americas previously oc-

cupied by stateless communities of farmers or foragers. The windfall of

American silver sustained Spanish power in the sixteenth century. Indeed,

Spain depended so heavily on American silver that when the supply ran

out in the seventeenth century, its commercial and political influence de-

clined. American silver also helped European traders, usually with the back-

ing of their governments, fight or buy their way into the rich trade net-

works of Asia. As Andre Gunder Frank has suggested, the piratical way they

gate-crashed the commercial networks of South and Southeast Asia dur-

ing this period is analogous to how the Mongol armies had seized the trade

routes of the Silk Roads three centuries before .

78 European traders now be-

gan to take on the linking role played by the Mongols in the world system

of the thirteenth century, but they did so in the far larger arena of the new
global trading system.

The rewards of such activities encouraged mercantile elites and states to

build on the tentative alliances they had constructed earlier. Serious de-

pendence on commercial revenues gave states a particular structure and dis-

tinctive policies. First, merchants often enjoyed unusually high status in such

polities; in some, such as Venice or Holland, they were the state. Second,

states dependent on commercial revenues had to support commercial activity,

and they therefore protected the rights of merchants with an enthusiasm

uncommon in the larger and more traditional agrarian empires. Such poli-

cies often drew states directly into commercial warfare. Finally, such an en-

vironment could have even subtler effects on the attitudes of ruling elites,

by encouraging them increasingly to think not just about ways of captur-

ing tributes but also about ways of generating new entrepreneurial wealth.

The mercantilist policies of European states in the seventeenth century

—
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such as the Navigation Acts of the English commonwealth, which protected

British commerce within British colonies—are good examples of new gov-

ernment attitudes toward commerce and the actions that these changes en-

couraged. Also illustrating this trend is the proliferation throughout Eu-

rope of patent laws, which were pioneered in Venice in the fifteenth century.

Governments also began to promote innovation through the founding of

scientific societies or the offering of prizes. (The most famous of these prizes

belongs, strictly speaking, to the next chapter. In 1714, the British govern-

ment offered an award for the construction of a clock robust and reliable

enough to be carried on a ship so that sailors could determine longitude.

The prize was not claimed successfully until 1762 by John Harrison.) 79

Over time, commercialization transformed traditional tributary elites.

Such transformation was most likely to occur when demands on elite in-

comes rose sharply in environments where commercial revenues were avail-

able for the taking. The English wool trade offers a classic example, for it

tempted landowners to clear the land of tenants and replace them with sheep,

particularly in the sixteenth century, when new land became available as a

result of the dissolution of the monasteries. In England, a traditional trib-

utary aristocracy became increasingly engaged in commerce, either by pro-

ducing wool for the markets of Flanders, or by investing in foreign trade or

piracy (such as the expeditions of Sir Francis Drake and Sir John Hawkins),

or by marrying into the merchantry. Behind the complex rituals of aristo-

cratic precedence that survived in the early modern period, we can see a slow

change in the personnel and in the nature of the nobility. Throughout west-

ern Europe, nobles were being imperceptibly transformed from tribute tak-

ers into commercial and entrepreneurial landowners. Many nobles, like the

French judicial scholar Charles Loyseau, doubtless continued to believe

throughout this period that "it is gain, whether vile or sordid, that dero-

gates from nobility, whose proper role is to live off rents."80 But in practice,

this idealized image of the nobility as a class of tribute extractors was be-

coming more and more anachronistic. Inspection of their account books

would have shown that many were turning slowly into capitalists, even

though they might have been horrified to be told so. At the same time, mer-

chants "commercialized" the nobility by marrying into it, by buying titles

(particularly in France), or by establishing partnerships with aristocrats keen

to exploit their financial and commercial expertise. Where aristocrats refused

to act more entrepreneurially or to ally with merchants who could help them

do so, they eventually failed. In nineteenth-century Russian literature, the

classic symbols of such failure include Stepan Oblonsky (Anna Karenina's

brother) and Mme Ranevsky in Chekhov's The Cherry Orchard.
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Alliances between merchants and governments could eventually turn into

symbiosis. Many governments had worked closely with merchants before,

and some had included merchants within their structures; but now such co-

operation began to take place even in moderately large states with a global

reach. In some cases, merchants became integral to government. At the one
extreme was Holland, where the merchantry was the government; at the

other was Spain or Russia, where traditional governments relied only re-

luctantly on merchants for loans or the conduct of important commercial
operations. In between were states such as Britain and France, in which mer-
chants and mercantile activities of various kinds were gradually incorpo-

rated within the structures of government .

81

One of the most spectacular products of the emerging symbiosis between
governments and merchants was a highly commercialized style of warfare,

which eventually enabled mercantile states to compete successfully with
tributary empires in war as well as in commerce. The violently competitive

environment within Europe itself ensured that the commercialization of Eu-
ropean states would commercialize warfare, too. This process, sustained by
massive flows of American silver, led to a revolution in military technology
that raised both the destructiveness and the cost of warfare to entirely new
levels. Charles Tilly has argued that in Europe, states formed primarily in

response to the needs of war. 8- As in early Sumer and so many other re-

gional systems of competing small- or medium-sized states, warfare was en-
demic. Thus preparing for war and mobilizing the needed soldiers, weaponry,
and supplies were central tasks of government. The military consequences
of such systems are captured well in a conversation that a Jesuit, Giuldo
Aldeni, had with a Chinese friend who asked, "If there are so many kings,

how can you avoid wars?" Aldeni replied that intermarriages between rulers

or the authority of popes was sufficient to maintain the peace, but his an-
swer was disingenuous. In reality, his Chinese friend was perfectly right:

Aldeni's conversation took place during the Thirty Years' War.

83 China it-

self provides an interesting contrast, for in the middle of the seventeenth
century, the Manchu overthrow of the Ming dynasty led to a period of in-

tense warfare. In these wars, cannon and musket, based on Ottoman or South
Asian designs or crafted to Chinese specifications by Europeans in China,
played a vital role. But once the Manchu (Qing) dynasty had established its

superiority, military innovation slowed again and the gap in military tech-

nology between China and Europe began to widen rapidly, leaving China
extremely vulnerable by the nineteenth century.

84

Yet though the general pattern is an old one, the particular ways in which
European states mobilized for war are distinctive. Tilly notes that before the
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fifteenth century, mobilization for war was handled through methods that

we can recognize, broadly, as tributary: "tribes, feudal levies, urban militias,

and similar customary forces played the major part in warfare, and mon-

archs generally extracted what capital they needed as tribute or rent from

lands and populations that lay under their immediate control[.]" 85 How-

ever, from the fifteenth to the early eighteenth century, it became increas-

ingly common for states to purchase or hire troops, often relying on loans

from large capitalists to do so. In this way, military victories increasingly

became a measure of success in commerce. As early as 1502, a French vet-

eran of the Italian wars, Robert de Balsac, ended a study on warfare with

the remark that "most important of all, success in war depends on having

enough money to provide whatever the enterprise needs.
" 86 During the next

hundred years, the influx of new forms of wealth sharply raised the stakes

in this centuries-old European arms race.

The shift to more commercial methods of war making reflected in part

the commercialized nature of the European state system. But equally impor-

tant was the fundamental change in military techniques known as the gun-

powder revolution 87
Its technological roots reached throughout the Afro-

Eurasian system. Chinese experiments with gunpowder, under the Song,

were probably influenced by knowledge of Byzantine techniques for using

oil in incendiary devices (which created Greek fire). This knowledge was

transmitted to Southeast Asia, and then China, by Arab intermediaries. The

explosive properties of gunpowder were first used in war by the Jin, the

northern rivals of the Song, in 1221.88 But it was in Europe that these tech-

nologies were developed most fully. Already in the fifteenth century, siege

guns had begun to revolutionize warfare, as they required the building of

more complex and expensive fortifications. Mobile siege guns spread these

costs even further. The increased use of portable muskets in the sixteenth

century transformed infantry warfare, making necessary an entirely new

level and type of training and discipline. The placing of cannons on ships

similarly transformed naval warfare. The rising cost of armies and navies

favored those states with the largest treasuries and the sources of funding

that could be most readily mobilized—that is, highly commercialized states,

such as Holland. But even traditional states, such as Muscovite Russia, turned

to new, more commercial, sources of income to pay for military reforms. It

was Ivan the Terrible who, in the sixteenth century, began to create the Rus-

sian state's vodka monopoly; by the nineteenth century, it had become the

most important of all sources of revenue for the Russian state, covering most

of its defense spending. 89

Scholars broadly agree that commercial activities profoundly affected Eu-
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ropean states in the early modern period. There is less agreement about their

impact in rural areas of Europe. In traditional historiography, the western
European countryside has been viewed as decisively capitalistic and thus ut-
terly different from the countryside of, say, China or India. Recent research
has forced us to qualify these conclusions, as we have realized how pro-
foundly commercialized country regions might be, even in East Asia. Nev-
ertheless, it still seems likely that at least in some parts of western Europe
(particularly Britain), commercialization of the countryside had proceeded
further than in much of East Asia, beginning to transform traditional pat-
terns of ownership and control of the land and to break down traditional

structures that protected peasant access to the land.

In Europe, as elsewhere, it was never difficult for commerce to get a toe-
hold in rural areas. Exotic urban trinkets or more vital goods such as salt

readily found rural markets, if only in a sort of barter trade. But such trades
were unlikely to revolutionize rural lifeways. More important were pres-
sures that forced peasants to seek wage labor as a supplement to farming.
Many types of pressure drove European rural dwellers, like their counter-
parts in East Asia, to supplement their agricultural activities by entering
the marketplace. Such pressures could be fiscal. As landlords and govern-
ments came to depend on commercial activity, they often demanded that
traditional dues or taxes be paid in cash rather than in goods or services, a

change that forced taxpayers to earn cash. Population pressure, by creat-
ing land shortages, could have the same effect. In many parts of Europe,
the population growth of the postclassical Malthusian cycle meant that by
the thirteenth century, perhaps half of all peasant households lacked
sufficient land to support themselves without seeking wage work of some
kind. In their study of preindustrial Europe, Catharina Lis and Hugo Soly
note that

in Picardy around 1300 ... 12 per cent of the population consisted of
landless paupers and beggars, dwelling in huts outside the village, living
off wage labor; ... 33 per cent cultivated a morsel of ground and were
likewise obliged to market their labor to make ends meet; ... 36 per-
cent were poor, not owning a plough-team of oxen or horses, but gen-
erally succeeding in buying off labor services; ... 16 percent had a

holding sufficiently large to escape all difficulties; and ... 3 percent
dominated everyone else.

90

Where the land could not generate enough to feed households and cover
their obligations to states, landlords, and others (including churches), the
peasants had several options. They could try to sell rural produce more ad-
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vantageously on local markets, though here they often faced competition

from larger producers. They could borrow from local moneylenders, which,

in an era of expensive credit, was often the most dangerous way of enter-

ing the moneyed world. They could also engage in commercial activities

within the household, such as spinning or weaving. Such processes, which

have come to be known as proto-industrialization, could create entire re-

gions in which rural incomes came primarily from domestic industrial ac-

tivities. Maxine Berg's account of domestic industries in Staffordshire in the

late seventeenth century gives some idea of their immense variety:

There were wood turning, carpentry and tanning in the Needlewood

Forest, coal in south Staffordshire, as well as iron and metal goods

including locks, handles, buttons, saddlery and nails, coal and iron in

Cannock Chase. Kinver Forest in the southwest had scythesmiths and

makers of edge tools, and there were glassworkers on the Staffordshire-

Worcestershire border at Stourbridge. Bursham in the northwest had

a pottery industry, and there was ironstone mining in the northeast.

Leather working and textile weaving in hemp, flax and wool were

scattered throughout the country. 91

She adds that in Essex in 1629, there were already 40,000 to 50,000 people

so dependent on the manufacture of cloths that they "were not able to sub-

sist unless they be continually set on work, and weekly paid," and a trade

crisis could cause instant impoverishment of thousands. 92 Households could

send some members of the family away to earn wages, either on the land

or in nearby towns. Finally, at the bottom of this long and slippery slope,

some workers found they had to abandon the land entirely and try to sur-

vive as wage laborers.

The strategies familiar in rural areas today could be found in all regions

of agrarian civilization where peasants came under significant commercial,

fiscal, or demographic pressure. Each maneuver increased the cash compo-

nent of household budgets, drawing it further into the commercial world.

Peasants thus found themselves reluctantly entering the world of capital-

ism. Here is a description of these processes taken from a social history of

seventeenth-century France:

Faced with a staggering and chronic imbalance between the grain

they could call their own and the minimum needed for survival,

most peasants resorted to improvisation. They rented a few extra

acres to supplement their own. They hired out in the busy summer

season to work on the larger farms. They cultivated their gardens

intensively, selling vegetables and fruit at nearby markets. A single,

skinny cow provided milk. Pigs were few, in the Beauvaisis, where
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they tended to compete with human beings for nourishment. Four
or five chickens in the barnyard, a few sheep out to pasture with the

communal herd, this was as much as the ordinary peasant family

could afford. Add the meager wages earned in the winter months
from spinning and weaving cloth, and the deficit could almost be

made up, in a good year. In bad times, peasants could not pay their

taxes. The time came, inevitably, when they had to borrow grain.

These debts resulted, sooner or later, in the loss of a portion of their

remaining land. Land-hungry and indebted, peasants faced the risk

of losing their prized status in the community, of sinking to the level

of the landless poor. 93

As peasants and their landlords entered networks of entrepreneurial ac-

tivity, both groups found their relationship with the land changing. For elite

groups whose incomes came increasingly from commercial sources, in en-

vironments where ever greater amounts of agricultural produce were mar-
keted, it was no longer vital to supply peasants with land. Because landlords

now had sources of income that did not depend on peasant farming, they

could, as in the extreme case of sixteenth-century England, replace peasants

with sheep and still survive. As a result of such changes, states, landlords,

and even some wealthier peasants began to see the land itself as a source of

commercial profits rather than just a source of produce. In some countries,

such as England, governments encouraged the commercialization of the land

by abolishing or buying up ancient rights to it and expropriating tenants

whose claims were merely customary. There, in the course of a mere three

centuries (from 1500 to 1800), the expropriation of traditional peasant rights

to the land through enclosures destroyed the traditional peasantry. Else-

where, peasants were squeezed from the land by slower and sometimes more
agonizing pressures of taxation, indebtedness, crop failure, and land short-

age. Sometimes, as in postrevolutionary France, their rights to the land were
protected, but commercial pressures ensured that to survive, they had to be-

come petty entrepreneurs. Everywhere, commercialization, as it penetrated

the countryside, turned the land into a commodity and turned peasants into

wage earners or petty entrepreneurs. In this way, capitalism began to per-

vade all corners of rural life.

Commercialization of the land steepened the gradient of wealth, for it

began to undermine the basic rule of agrarian civilizations: rural producers

had to be provided with land. The analogy Marx used to describe the change

was electrical. What he called the "primitive accumulation" of capitalism

was, unlike the simpler, cumulative forms described in the previous chap-

ter, a sort of social "electrolysis," like the accumulation that occurs in a car
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battery. There, potential power is generated by the gravitation of one ion

to the negative pole of a battery and of another ion to its positive pole.
94

During primitive accumulation, property and wealth gravitated toward a

property-owning class, while absence of property characterized an emerg-

ing class of proletarians. Particularly in its earlier stages, this was a painful

and predatory process; primitive capitalism, like any novice predator (and

like the earliest and simplest forms of tribute-taking), was at first more con-

cerned to consume than to protect its prey. 95
Yet, as Marx argued, the in-

creased potential energy generated by this social electrolysis is what explains

the dynamism of the capitalist system. Removing peasants from the land

forced them to engage, decisively and permanently, in wage-earning activ-

ities. As wage earners, they found themselves competing with other wage

earners, while as traditional peasants, their main goal had been sheer sur-

vival. As wage earners, the price they paid for inefficiency was dismissal and

possible destitution; as peasants, it had merely been poverty because they

still had some land to feed themselves from. So, as Marx claimed, driving

peasants from the land was a crucial step in creating a world in which com-

petition forced the bulk of the population to concern themselves, like mer-

chants, with issues of efficiency and productivity. Like merchants, they had

to buy and sell (because they could no longer produce their own food and

clothing); and, like merchants, they had to work harder and harder just to

survive in an increasingly competitive world. Marx used the notion of "ab-

solute surplus value" to explain the increasing burden of work in the early

history of capitalism. Recently, Jan de Vries has argued that in Europe at

least, an "industrious revolution" preceded the more familiar "Industrial

Revolution" of the eighteenth and nineteenth centuries. 96

What remains uncertain is whether these processes had proceeded much

further in western Europe than in many other parts of Afro-Eurasia. It is

tempting to say that while most peasants were engaged in market activities

of some kind by 1700, the region in which most had actually suffered land

expropriation was western Europe, particularly Britain. Nevertheless, as re-

cent research has shown, the differences are not clear enough to justify the

claim that western Europe, or Britain, was now "capitalist," whereas, say,

China was not.

A WORLD RIPE FOR TRANSFORMATION?

This is a frustrating conclusion. The sudden creation of a global network of

exchanges had transformed economic and social systems in many parts of

the world. Though devastating the indigenous populations of other world

zones, it had magnified the wealth concentrated in the more commercial re-
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gions of Afro-Eurasia. Both Afro-Eurasia and the Americas were integrated

into global systems of exchange so that by 1700 the world was significantly

more commercialized than it had been a few centuries earlier. In some re-

gions, social structures now approximated more closely than ever before the
ideal type of a capitalist economy. Rural producers were deeply implicated
in entrepreneurial or wage-earning activities of some kind, and commercial
activity was breaking down the traditional isolation of the village world. Fur-
thermore, many other parts of the world outside the core areas of agrarian

civilization were also enmeshed in networks of entrepreneurial activity.

These included settler regions in North and South America and Siberia, as

well as significant parts of Africa and, by the end of the eighteenth cen-
Tttry, much of the Pacific and Australasia. Moreover, as in earlier periods,

expansion in exchange networks and growth in populations, commercial
activity, and state activity had stimulated major developments in some sec-

tors of the economy, including commerce, mining, and warfare, as well as

many smaller but highly significant innovations in agriculture (e.g., the

introduction of new crops). Finally, and perhaps most important of all, the
sheer size of the modern world system magnified the possibilities for com-
mercial and intellectual synergy by increasing the volume of trade and the
extent to which new goods and new ideas from one region could stimulate

economic activity in other parts of the world system. In this huge, global
arena, commercialization was not only more extensive; it was also more
dynamic in its social, political, and economic effects. It is tempting to think
that the world had attained the threshold of capitalism as Marx defined it:

"an accumulation of use values sufficiently large to furnish the objective

conditions not only for the production of the products or values required
to reproduce or maintain living labor capacity, but also for the absorption
of surplus labor." 97

Stimulated by the sudden emergence of a global exchange system, and
a sudden increase in the volume, variety, and intensity of exchanges of many
different kinds, the modern world system had approached the threshold of

modernity but had not yet crossed it. There are important respects in which
the world in 1700 remained decisively premodern and precapitalist. Moder-
nity is unthinkable without levels of agricultural productivity high enough
to release a majority of producers from agricultural work. Yet nowhere in

the world had such thresholds clearly been crossed by the early eighteenth
century (though things looked rather different by the end of that century).

England comes as close as any region to an exception, for there, by the late

seventeenth century, a relatively entrepreneurial class of landlords controlled

ca. 70 to 75 percent of all cultivable land, and 40 percent of the population
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was no longer in agricultural employment. 98 But these figures also demon-

strate that more than half of the population continued in agricultural em-

ployment of some kind, and about three-quarters of the population still lived

in hamlets or villages.
99 Even England remained primarily an agrarian coun-

try like all tributary societies for the previous 4,000 years, with ca. 50 per-

cent of its population employed in agriculture as late as 1759.
100 "What re-

mains true," observes Peter Mathias, "is that the greatest single flywheel

of the economy was the land, the greatest source of wealth in rents, profits

and wages, and the greatest single employer. Directly and indirectly much

of industry depended upon the domestic harvest for its raw materials. The

brewer, miller, leatherworker, chandler, weaver, even the blacksmith in vil-

lage England were supporting and being supported by agriculture." 101 Else-

where, the changes were considerably less noticeable; in France, for exam-

ple, ca. 85 percent of the population may have been peasants, ca. 13 percent

town dwellers, and ca. 1 percent nobles. 102

The limits to social and economic changes before the eighteenth century

explain the other striking aspect of the early modern era: the continued slow-

ness, by modern standards, of innovation. As of 1700, it would be extremely

hard for a visitor from another planet to have detected two of the most im-

portant features of the modern world: the dominant role of Europe and the

accelerating rate of innovation.

SUMMARY

During two large Malthusian cycles, the first before the fourteenth century

and the second between the fourteenth and seventeenth centuries, there was

a sustained and accelerating increase in rates of accumulation in the major

regions of agrarian civilization. Throughout these core regions commer-

cialization also increased significantly, particularly after the emergence of a

global network of exchanges in the sixteenth century. In some areas, such

as Song China or Europe beginning in the sixteenth century, commercial-

ization led to the emergence of polities committed more to commercial than

to tributary forms of wealth. In short, in some regions there began to emerge

what we can call capitalist states, and world markets as a whole were be-

coming much larger and more integrated.

Nevertheless, no revolutionary changes occurred in this period. In the

eighteenth century, it would still have been appropriate to describe the dom-

inant political structures of the emerging world system as tributary rather

than capitalist. Despite the high levels of commercialization to be found in

many areas, the most powerful governments remained traditional in their

attitudes and their economic and social policies. Perhaps the clearest sign of
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this continuity with the past was that Asia remained the heartland of the

world system—a fact that historians have only recently understood clearly.

Even in Europe, where commercialization had gone furthest in breaking

down traditional political structures, it had a limited impact on how goods
were produced in the countryside. Though capitalist structures dominated
trading systems and shaped the policies of major states, they did not yet

dominate production. As Charles Tilly has written, "Through most of his-

tory, indeed, capitalists have worked chiefly as merchants, entrepreneurs,

and financiers, rather than as the direct organizers of production" 103—an

observation that remained true in 1700. Capitalism was transforming

commerce, but it had not yet transformed methods of mass production. The
basic unit of production remained the household: the peasant household
on the farm or in domestic industries, and the artisan household in the

towns. Though wages were increasingly important to them, these people

were not yet wage laborers. Thus commercial methods and attitudes had
not yet significantly affected production, which remained small-scale and
traditional. Europe's social structures also remained traditional in many
ways, as can be seen most clearly in the dominance of agriculture and of

the peasantry.

So, in the eighteenth century, there existed a global world system, in

which traditional tributary structures were still dominant. However, all re-

gions of this system were now highly commercialized as a result of a long

and accelerating process of accumulation of knowledge and of resources, par-

ticularly commercial resources. Furthermore, in some regions, particularly

in Europe, capitalist structures were powerful enough to dominate state

structures and governmental policies, and some of these neo-capitalist state

structures were powerful enough to militarily challenge major tributary

states. This combination—a world system that was already highly com-
mercialized, and some regions in which political structures were also being

transformed—provided the preconditions for the rapid creation of an en-

tire world system driven by the dynamic imperatives of capitalism.

FURTHER READING

The literature on world history in the last 1,000 years is huge and rich, but

there is no consensus on many of the key issues. Mark Elvin offers what is

still one of the best accounts of economic growth under the Song in The
Pattern of the Chinese Past (1973). Robert Lopez offers a traditional, Euro-
centric account of expansion in medieval Europe and its significance in The
Commercial Revolution of the Middle Ages, 950-1350 (1971), which can

be supplemented by Carlo Cipolla's Before the Industrial Revolution (2nd



GLOBALIZATION, COMMERCIALIZATION, INNOVATION 405

ed., 1981). Eric Jones stirred up a new round of debate on global processes

leading to modernity with two immensely influential studies. The European

Miracle, 2nd ed. (1987) and Growth Recurring (1988). These provoked many

replies, the most recent of which have downplayed the role of Europe and

highlighted the high levels of productivity and the high living standards of

East Asia in the early modern period. Among the most recent works in this

vein are studies by Janet Abu-Lughod (Before European Hegemony

[1989]), Andre Gunder Frank (ReOrient [1998]), Kenneth Pomeranz (The

Great Divergence [2000]), and R. Bin Wong (China Transformed [1997]).

Alfred Crosby has done more than anyone to emphasize the importance

of ecological exchanges between and within the Afro-Eurasian and Amer-

ican world zones, in The Columbian Exchange (1972) and Ecological Im-

perialism (1986). Works by William McNeill (The Pursuit of Power [1982])

and Geoffrey Parker (The Military Revolution [2nd ed., 1996]) have ex-

plored the military revolution of the early modern period, while Charles

Tilly's Coercion, Capital, and European States, ad 990-1992 (rev. ed., 1992)

offers the best one-volume account of state formation in Europe in the last

millennium.
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BIRTH OF THE MODERN WORLD

In the past 250 years, the Modern Revolution has transformed the world.

Tables 13.1 and 13.2 and figure 13.1 offer some comparisons of industrial

output over most of this era. And the first thing they suggest is that global

industrial output has increased by almost too times. The figures are, of

course, very rough-and-ready: the raw statistics are unreliable, as are defini-

tions of "industrial potential," and not all countries are included. Never-

theless, the general conclusions we can draw from these tables are very clear,

and even significant adjustments to the details would not alter them.

On the scales of big history, the large changes shown in these tables may
seem both universal and instantaneous. But to understand them properly,

we must use a smaller lens and study the form and timing of the transfor-

mation in different regions of the world. On timescales of a century or two,

the transformation has a clear sequence. And that sequence matters, for it

affected the form and impact of the Modern Revolution decisively. Those

regions that found themselves at the hub of the new global network of ex-

changes were the first to experience the high rates of innovation and the

extraordinary energy flows characteristic of modernity. By the late nine-

teenth century, their industrial lead gave them a decisive economic, politi-

cal, and military advantage, which enabled them to put their stamp on the

nature and form of modernity throughout the world.

The transformation first became apparent in western Europe. Within a

century, it had revolutionized European rates of growth and European social

and political structures. These changes fundamentally altered Europe's role

in the global world system. In 1750, the United Kingdom, Germany, France,

and Italy accounted for about 11 percent of global industrial production; in
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Year

113 World GNP as % oL 1 980 GNR

Figure 13.1. Global industrial potential, 1750-1980. Based on table 13.2.

1880, they accounted for almost 42 percent. Today's "developed world," as

a whole, accounted for about 27 percent of global production in 1750, for 63

percent in i860, and for almost 94 percent in 1953. The United Kingdom

clearly took the leading role during the first century of industrialization. In

1750, the United Kingdom accounted for less than 2 percent of global pro-

duction; in 1880, more than 20 percent.

The changing balance of industrial power revolutionized the balance of

military and political power. By 1800, European powers controlled some 35

percent of the earth's land area; by 1914, they controlled ca. 84 percent. 1

The demographic balance of power was also transformed, though less deci-

sively. The figures in table 11.1 suggest that between 1000 and 1800, Eu-

rope's share of world populations fluctuated between 12 percent and 14 per-

cent (with a temporary increase to 16 percent in the fourteenth century).

Then in 1900 it rose to 18 percent before falling to about 9 percent at the

end of the twentieth century. These figures underestimate Europe's demo-

graphic significance, as they ignore the millions who left Europe to settle in

the neo-Europes of the Americas and Australasia.

For much of the nineteenth century, industrialization appeared to be a

European phenomenon. In the twentieth century, however, it showed itself

to be global, as production began to rise outside the hub zone of the Atlantic

economies. As the populations, the economies, and the military powers of

European and Atlantic societies grew, governments in other regions real-
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ized that they would have to try to imitate Europe's economic, political, and

military successes. As a result of their efforts and of the increasing economic

and cultural integration of the world, European patterns of modernity were

imposed on the rest of the world. The speed and scale of these changes closed

off the possibility of separate regional industrial revolutions, analogous to

the separate regional transformations of the Neolithic era. Instead, Euro-

pean patterns of modernity provided global templates of industrialization,

just as the technologies of pioneering agricultural regions provided templates

that were copied within the regional exchange networks of the early agrar-

ian era. It is no accident that today businesspeople throughout the world

wear suits rather than caftans, or that English has become the universal lan-

guage of business and diplomacy.

Why did the transformation first become apparent in Europe? Why did

the European transformation not fizzle out, as the economic revolution of

the Song era had done? In what ways was the trajectory of modernity set

during its first century, when it was largely confined to Europe and North

America ? And what were the main features of these early transformations ?

These are the main questions tackled in this chapter.

Because of the significance of the first transitions to modernity, the rest

of this chapter will concentrate on the hub regions of western Europe and

the North Atlantic. For the sake of clarity it will distinguish three aspects

of the modern revolution: economic change, political change, and cultural

change. In reality, though, these were facets of a single, complex, and inter-

related transformation that occurred with terrifying speed.

ECONOMIC REVOLUTION IN BRITAIN

As economic historians have focused on the details of economic change ( his-

torical "pointillism," as Patrick O'Brien calls it), many have questioned the

notion of an "industrial revolution," just as archaeologists have questioned

the idea of a "Neolithic revolution." Viewed in close-up, the details stand

out, not the larger patterns. But from the wide-angle perspective of world

history, it is hard to miss the revolutionary nature of the economic changes.

In a recent survey, O'Brien writes:

on all the indicators that have since been constructed and reconstructed

for the measurement of rates of economic change, when we compare

the first half of the nineteenth with the first half of the eighteenth cen-

tury, the evidence for an intervening period of pronounced discontinu-

ity still seems unmistakable. Nothing like that sustained degree of ac-

celeration had ever occurred either in Britain (or elsewhere in Europe
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and America). In short, between 1750 and 1850 the long-term rate of

growth of the British economy became historically unique and inter-

nationally remarkable. 2

In discussing the early stages of the Industrial Revolution, I will focus

on Britain. This does not mean that Britain was typical: on the contrary, its

priority ensured that it was atypical.
3 As O'Brien and Caglar Keyder have

argued, the French path to modernity, though different from that of Britain,

was not by any objective criterion "inferior." The French peasantry survived

longer, and even consolidated its position after the French Revolution; as a

result, French agriculture remained more traditional than British agricul-

ture well into the nineteenth century, and its social structures were proba-

bly less unequal. Yet the differences between the two countries in long-term

rates of growth of output from 1780 to 1914 are not significant.
4 Nor, re-

ally, are differences in the pace of innovation. Many strategic technological

breakthroughs were "Western" rather than British. These include early de-

velopments in the design of steam engines; the invention in France of the

Jacquard loom, which pioneered the use of digital coding as a form of me-

chanical control (1801); the invention of the cotton gin in the United States

(1793); new bleaching processes, also pioneered in France (1784); the man-

ufacture of porcelain (Meissen, 1708); new techniques in glassmaking and

papermaking; and the beginnings of aviation when two papermakers, the

Montgolfier brothers, launched the first ever controlled flight, at Antonnay,

in southwestern France (1783). Nevertheless, Britain was the region where

the economic transformation has been studied most intensively (see table

13.3). It was also the region where the revolutionary nature of these trans-

formations first became apparent to contemporaries. As early as 1837, the

French revolutionary Blanqui used the term industrial revolution to sug-

gest that the economic transformations occurring in Britain were quite as

revolutionary as the more obvious political and social changes of the French

Revolution. 5 Thus Britain remains a good vantage point from which to ob-

serve the moment of takeoff and to see what it meant at a regional scale.

Unfortunately, Blanqui's term exaggerates the importance of industrial

change. In Britain, changes in methods of industrial production were just

one part of a threefold economic revolution. First, the social and political

structures within which economic activity took place were transformed with

the emergence of a characteristically capitalistic system of social classes and

economic exchanges. Second, the agrarian sector was transformed as profit

making displaced subsistence as the primary goal of agricultural production,

and widespread innovation raised agricultural productivity. Though the tech-
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TABLE 13.3. ESTIMATES OF ECONOMIC GROWTH RATES IN BRITAIN, 1700-1831

Years

Growth Rates of

National Product

Growth Rates of National

Product per Head

National Product

(% per annum)

Implied

Doubling Time

(years)

National

Product per Head

(% per annum)

Implied

Doubling

Time (years)

1700-1760 0.69 100 0.31 223

1760-1780 0.70 99 0.01 6,931

1780-1801 1.32 53 0.35 198

1801-1831 1.97 36 0.52 134

source: Adapted from N. F. R. Crafts, British Economic Growth during the Industrial Revolution

(Oxford: Clarendon, 1985), p. 45.

note: "National product" is an estimate of the combined output of agriculture, industry, and services.

nical changes in agriculture were not as startling as those in industry, their

real impact was greater, at least before the early nineteenth century. The

calculations of N. F. R. Crafts suggest that for most of the eighteenth cen-

tury, agricultural productivity rose at least as rapidly, and sometimes more

rapidly, than industrial productivity.

6 Third, new methods of production,

based on mechanization and the use of new sources of power (such as coal

and steam), revolutionized the scale and productivity of many sectors of

British manufacturing—cotton, coal, and iron production in particular.

Most of this vast increase in productivity was made possible by technolo-

gies that tapped the colossal reserves of ancient solar energy locked up in

fossil fuels.

The Social Context

Like many regions of Afro-Eurasia, eighteenth-century Britain was highly

commercialized. But in two respects—the structures of government and

those of rural society—-it was particularly so. Supportive governments and

elites help explain why, at least in the early stages of the Industrial Revo-

lution, British entrepreneurs were so effective in exploiting new technolo-

gies, including those pioneered elsewhere .

7

Britain's strategic position in the global exchange networks of the eigh-

teenth century certainly had something to do with geography, which placed

Britain at the epicenter of the new global world system. Its physical loca-

tion guaranteed that British governments would take exceptional interest
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in commerce. But as we have already seen, British governments were al-

ready preadapted for such a transformation. Britain's high level of com-

mercialization depended in large part on persistent and aggressive financial

and military investments of successive British governments, backed by im-

portant sectors of the nobility and merchantry, in protecting British com-

mercial interests overseas. 8 The government had good reason to support

commercial activity both at home and abroad, because by the eighteenth

century, most of its revenues came from customs and excises of various

kinds. By creating the Bank of England and supporting expansion overseas,

it was protecting its own interests as well as those of a large and influential

commercial elite. The contrast with Ming China—whose government de-

spised commerce, depended mainly on noncommercial revenues such as land

taxes, and refused to back foreign trade— is striking. But so is the geo-

graphical contrast between the two societies: the one now at the center of

global exchange networks, the other at the edge of a huge and ancient but

subglobal network of exchange.

Commercial activity had also transformed British rural society. Even in

Tudor and Stuart England, landless rural laborers may have constituted 25

to 30 percent of the population. 9 In the 1640s, an English writer insisted that

"the fourth part of the inhabitants of the parishes of England are miserable

people, and (harvest time excepted) without any subsistence." Recent re-

search, based on the pioneering estimates of the English statistician Greg-

ory King, suggests that in 1688, about 43 percent of the population con-

sisted of "cottagers and paupers" or of "laboring people and out servants,"

who did not earn enough to fully support themselves. 10 Most of these people

had no land at all, and those who had land did not have enough for subsis-

tence, making them (in Marx's terms) proletarians. Many left for the towns,

which grew rapidly. By 1700, 10 percent of the population of Great Britain

lived in London. Here, living conditions were in many respects worse than

in the villages (death rates were notoriously high—42 per 1,000, according

to Gregory King), but at least there was a chance of finding work. 11

Which were the most important sectors of the British economy in the

early eighteenth century? Modern estimates suggest that 37 percent of na-

tional income came from agriculture, 20 percent from industry, 16 percent

from commerce, and another 20 percent from rents and services, while the

government's income accounted for the remaining 7 percent. In other

words, over half of the incomes earned in Britain came from industry, com-

merce, or rents and services. 12 With perhaps half of its population depend-

ing mainly on wages rather than subsistence farming, and a national econ-

omy in which commercial activities generated well over 50 percent of
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national income, British society was beginning to conform more closely to

the capitalist ideal type than to that of a traditional tributary society. Social

structure models of growth predict that innovation should flourish in such

an environment; and that is precisely what we see.

Agriculture

Most significant of all was the spread of commercial attitudes and methods

in the agricultural sector, the most important sector of most premodern so-

cieties. During the seventeenth and eighteenth centuries, capitalistic meth-

ods began to transform British farming. This was a fact of fundamental im-

portance, for agriculture remained the engine of the British economy, as it

had been in all traditional agrarian civilizations. In the eighteenth century

it was still Britain's largest productive sector, responsible for most of the

country's food, clothing, and raw materials. In the seventeenth and eigh-

teenth centuries, the changing social structure of landownership stimulated

a technological transformation that, though slow by modern standards, was

revolutionary on the scale of world history.

In most agrarian civilizations, the primary function of agriculture was

to feed those who worked the land. In Britain, however, over some two cen-

turies, more and more land had been consolidated in the hands of large own-
ers, for whom land was a source of profit rather than subsistence. Mean-
while, increasing numbers of small peasants had been driven from the land

or deprived of traditional rights to use pastures, meadows, and woods. Since

the sixteenth century, governments had periodically encouraged these

changes by allowing enclosures—procedures that allowed landlords to ig-

nore traditional rights to the land—in order to create large, consolidated,

and enclosed landholdings. Perhaps half of English land was enclosed be-

fore the mid-eighteenth century; in the late eighteenth century, the process

was largely completed, mainly through acts of Parliament. The British peas-

antry vanished as a result, and Britain became the first large-scale society

to flourish without a peasant class.

For most rural dwellers, these changes were catastrophic. No longer able

to depend on what they produced themselves, rural families found them-

selves at the mercy of the erratic and unreliable employment market. W. G.

Hoskins describes the change in one English village, Wigston Magna in

Leicestershire, as agricultural "improvements" brought it money, but not

wealth:

The domestic economy of the whole village was radically altered. No
longer could the peasant derive the necessaries of life from the mate-

rials, the soil, and the resources of his own countryside and his own
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strong arms. The self-supporting peasant was transformed into a

spender of money, for all the things he needed were now in the shops.

Money which in the sixteenth century had played merely a marginal,

though a necessary, part, now became the one thing necessary for the

maintenance of life. Peasant thrift was replaced by commercial thrift.

Every hour of work now had a money-value, unemployment became
a disaster, for there was no piece of land the wage earner could turn to.

His Elizabethan master had needed money intermittently, but he needs

it nearly every day, certainly every week of the year. 13

For Wigston Magna, the enclosure act of 1765 was a cataclysm. Small owner-

occupiers disappeared as a group within about sixty years, becoming rural

laborers or framework knitters or paupers. 14

As peasant holdings declined, those of their former landlords rose, and

so did the average size of farms in general. In the South Midlands, the pro-

portion of farms larger than 100 acres rose from ca. 12 percent in the early

seventeenth century to ca. 57 percent two centuries later.
15 These figures

suggest how quickly the gradient of inequality could steepen during the

Modern Revolution. In most agrarian civilizations, a majority of the popu-

lation had access to farmable land; indeed, low rates of agricultural produc-

tivity guaranteed such access, for societies had to allocate most of their la-

bor to the production of food. But now the land was concentrated in the hands

of a minority. The changing pattern of ownership revolutionized the eco-

nomics of agricultural production. Because those who farm on a large scale

cannot possibly eat what they produce, they must farm for profit. The in-

creasing size of landholdings therefore offers a good indirect measure of the

commercialization of British agriculture.

Commercialization on this scale changed both attitudes toward and

methods on the land. To generate profits from enclosed land, landlords had

to either produce for the market or put in commercial "farmers"—that is,

tenants who would produce for the market and pay rents out of their profits.

Both approaches turned agriculture into a business rather than a means of

survival. But the second method had the advantage of letting aristocratic

landowners keep a polite distance from the crass business of moneymak-
ing, even as they enjoyed their profits. Eric Hobsbawm concludes: "We have

no reliable figures, but it is clear that by 1750 the characteristic structure of

English landownership was already discernible: a few thousand landown-

ers, leasing out their land to some tens of thousands of tenant farmers, who
in turn operated it with the labor of some hundreds of thousands of farm-

laborers, servants or dwarf landholders who hired themselves out for much
of their time." 16



416 THE MODERN ERA

Changes in the way the land was controlled revolutionized farming tech-

niques. Commercial farmers had to produce for competitive markets, so they

had to produce in volume and they had to produce efficiently. But they also

had better access than peasant farmers to capital that they could invest in

more efficient methods of production. Finally, after enclosure, they normally

had access to large blocks of land that enabled them to exploit economies of

scale, using modern farming methods that were beyond the means of small

producers. To be sure, most of the techniques introduced in the late seven-

teenth and the eighteenth centuries were not new; at this stage, efficient im-

plementation of existing techniques counted the most. Indeed, not until the

nineteenth century did farm machinery and artificial fertilizers start trans-

forming the technology of modern agriculture. Before then, most of the

methods introduced by enterprising farmers had been familiar since the

Middle Ages, and many were already in use in different parts of Europe.

What was new in Britain was the numbers who embraced these techniques,

who had the money to invest in them, and who used them effectively.

British farmers borrowed methods pioneered in the Low Countries since

the Middle Ages, often known as "the new husbandry." These integrated

crop and livestock farming in new ways to increase yields and reduce the

amount of land left fallow. Many farmers began to plant fallow crops such

as clover or turnips. Turnips provided cattle feed and increased livestock

numbers, and more livestock provided more manure. Legumes, which are

effective fixers of nitrogen, helped regenerate the soil. New crop rotations

therefore increased the amount of crops and livestock that could be supported

from a given area of land. But there were many other changes—including

improved forms of irrigation, land reclamation, and more systematic live-

stock breeding— all driven by the need for a commercialized agriculture to

produce goods in large volume and at low cost.

As these changes were taken up more widely, the productivity of British

agriculture rose and the proportion of agricultural workers fell. While the

share of employment in agriculture dropped, agriculture's contribution to

national income remained at ca. 37 percent between 1700 and 1800. 17 The

total output of British agriculture rose about 3.5 times between 1700 and

1850, while the percentage of the male labor force engaged in agriculture

fell from 61 percent (in 1700) to ca. 29 percent (in 1840). It has been esti-

mated that by 1840, every male agricultural worker in Britain produced

about 17.5 million calories, in comparison with 1 1 .5 in France and even lower

figures for most other European countries. 18 Table 13.4 shows growth in out-

put of particular crops.

The increasing productivity of British agriculture in the eighteenth cen-
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TABLE 13.4. OUTPUT OF PRINCIPAL AGRICULTURAL COMMODITIES

IN BRITAIN, 1700-1850 (IN MILLIONS)

1700 1750 1800 1850

Commodities

Corn (bushels) 65 88 131 181

Meat (lbs.) 370 665 888 1356

Wool (lbs.) 40 60 90 120

Cheese (lbs.) 61 84 112 157

Volume in 1815 prices (£)

Corn and potatoes 19 25 37 56

Animal produce 21 34 51 79

Total volume 40 59 88 135

sources: Maxine Berg, TheAge ofManufactures, 1700-1820: Industry, Innovation, and Work
in Britain, 2nd ed. (London: Routledge, 1994), p. 81, citing R. C. Allen, "Agriculture and the

Industrial Revolution, 1700-1850," in The Economic History of Britain since 1700, ed. Roderick

Floud and Donald McCloskey, 2nd ed. (Cambridge: Cambridge University Press, 1994), 1:109.

note: "Corn" includes wheat, rye, barley, oats, beans and peas, net of seed and oats consumed

by livestock. "Animal produce" includes meat, wool, dairy products, cheese, hides, and hay sold

off the farm.

tury was of profound importance. In the first place, it made possible rapid

population growth. Calculations by Crafts suggest that in the eighteenth

century, productivity rose just fast enough to support the rapid rates of pop-

ulation growth that Malthus observed; but in the nineteenth century, pro-

ductivity rose even faster, thereby averting a serious Malthusian crisis of

the kind that did strike in many other parts of the world, from Ireland to

India and Pakistan and to China .

19 In Britain, rising populations enlarged

markets for agricultural produce, encouraged further investment, and re-

leased more labor for nonagricultural sectors of the economy.

Why was so much commercial capital attracted to the land? One answer

is that population growth and the decline of subsistence farming increased

the internal market for rural produce. Those who had no land had to buy

food, however poor they were. So farmers could normally count on expan-

sion in the markets for their produce. These processes created an entirely

new type of market—a large market for cheap consumption goods. Such

markets could hardly exist to any significant degree in a society of subsis-

tence farmers, a fact that had always limited the scope of and possibilities

for commercial farming in the preindustrial world. Cities like Beijing or
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Baghdad or imperial Rome needed enormous supplies of food; so, too, did

many elite households, which demanded luxury as well as subsistence foods.

But outside these huge cities, most people ate what they had grown them-

selves. The appearance of societies in which most people depended entirely

on markets for their subsistence was a new phenomenon, and it gave a tremen-

dous stimulus to commercial production of goods of mass consumption.

The change was particularly rapid because in Britain, as in several other

European countries, external markets for rural produce were also growing

rapidly in the eighteenth century. These were mainly colonial markets, pro-

tected (sometimes at great cost) by increasingly commercially minded gov-

ernments. In Britain, colonial expansion and the Navigation Acts of 1651

and 1660 provided a large protected market for British producers. The West
Indies were particularly important, as their cash crop economies (concen-

trating on sugar from the mid-seventeenth century onward) meant that

they had to import almost all their food. This was one of the many ways in

which Britain's position at the epicenter of global exchange networks gave

a critical extra impetus to commercial activity.

Industry

Given the growing number of landless would-be wage earners, ruling elites

increasingly dependent on commercial revenues, a highly commercial agri-

cultural sector, and exceptionally good access to expanding world markets,

the surprising thing is how long it took to transform industry as well as ag-

riculture. One reason for the delay is that the levels of investment needed to

set up a factory or to buy a steam engine were higher than those needed

to "improve" agriculture or innovate in domestic industries. As a result,

most industrial production remained traditional in late-eighteenth- and

early-nineteenth-century Britain. Most production still took place in arti-

san workshops, operating on a scale little different from that of Sumer, 4,000

years before, or exploiting the labor of peasant families who spun or knit-

ted or wove in their own homes. Indeed, for a time the Industrial Revolu-

tion gave a new stimulus to small-scale production. A second reason for the

delay may be that in a world still dominated by the countryside, demand
for industrial goods remained lower than demand for agricultural produce.

Eventually, however, the pursuit of profit began to transform industry

as it had agriculture. It is hard to determine exactly when the trickle of in-

novations characteristic of the premodern world turned into a flood. In the

seventeenth and early eighteenth centuries, there were innovations in in-

dustrial production throughout Europe. But it would be hard to prove that

innovation was more rapid in Britain than elsewhere before, perhaps, the
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middle of the eighteenth century. In 1709, faced with the rising cost of tim-

ber (which increased about ten times between 1500 and 1760, while prices

in general rose only about five times), Abraham Darby began to experiment

with the use of coke in blast furnaces manufacturing iron at Coalbrookdale

in Shropshire. 20 Such techniques had been used in China in the eleventh

century, but there is no evidence that the techniques used by Darby bor-

rowed directly or indirectly from Chinese practices.
21 Indeed, his methods

were not particularly efficient and did not spread widely until improved in

the 1760s. But they did cut costs and raise output, as did another change,

the invention of the puddling process by Henry Cort, in 1784. All in all,

British iron production rose ten times in the eighteenth century. 22

Another technique whose full significance became apparent only later

was the use of steam power to pump water out of mines. The idea that at-

mospheric pressure was a potential source of mechanical power had a his-

tory going back at least to the sixteenth century, and it may have been fa-

miliar in China as well as in Europe. 23 A French inventor, Denis Papin, who

was well aware of the scientific theory behind the idea of atmospheric pres-

sure, first demonstrated the potential use of steam as a source of mechani-

cal power in 1691. A working steam pump was built by Thomas Savery in

1698; its engine used the vacuum created by condensing steam to suck up

water. Thomas Newcomen built an improved version in 1712. Its use was

limited because it was inefficient, depending on the repeated heating and

cooling of a single cylinder. It also needed vast amounts of coal, so the ear-

liest industrial steam engines were sited at large coal mines, where fuel was

abundant and cheap. There they raised productivity, particularly in mines

subject to regular flooding. In 1742, in Darby's ironworks at Coalbrookdale,

a steam engine was used for the first time not to pump water but to power

the bellows of a blast furnace. By the mid-eighteenth century, enterprises

in many parts of Europe and the Americas were using Newcomen engines.

Textile producers also experimented with new techniques to meet in-

creasing demand in what was the second-largest productive sector of most

premodern economies. A factory with special Dutch machines for twisting

silk, powered by a waterwheel, was set up in Derby as early as 1702. In 1718,

a new owner, Thomas Lombe, in an early example of planned industrial es-

pionage, stole techniques already in use in Italy to set up an improved fac-

tory. By the 1730s, producers of linen and cotton were trying to construct

similar machines, as well as machines to mechanize weaving; these included

the flying shuttle, invented in 1733. Government support in the form of bans

on imported cotton textiles encouraged innovation from the 1730s on. In

the 1770s and 1780s, three new machines began to transform cotton spin-



420 THE MODERN ERA

ning: Richard Arkwright's water frame, James Hargreaves's spinning jenny,
and Samuel Crompton's spinning mule, a modification of the jenny. 24 They
all increased output significantly, but at first they were used mainly in do-
mestic industry. In the two decades after 1780, these and subsequent inno-

vations reduced the price of cotton textiles by 85 percent, making cotton,

for the first time in Europe, a mass consumption good rather than an ex-

pensive import. 25

Arkwright built his first water frame on a large scale and used it in a fac-

tory, where it was powered by a waterwheel. His machines did not require

factory organization, but factories did give employers greater control over

discipline and quality. This is a reminder that the key changes of this period

were managerial as well as technological. In the preindustrial world, most
nonagricultural production had been organized in households or small work-
shops. Productive enterprises consisted of small groups of people, sometimes
linked by kinship, who worked together, often on similar tasks; and for a

time such enterprises may have multiplied as a result of early inventions

of the Industrial Revolution, such as the spinning jenny. The factory was a

much larger and more anonymous production unit, more like an army than
a family. And it normally required a more complex division of labor, skills,

and authority. The eventual spread of the factory form had something to do
with technological change: large prime movers could best be exploited by
concentrating the workforce in one place. But the factory form also gave en-

trepreneurs the sort of power to guide work processes that was necessary to

maximize efficiency and cut costs. After all, wage laborers recruited one by
one could not be expected to show the solidarity of a family working together

in its own household. So the spread of the factory had as much to do with
the need to improve work discipline as it did with technology. 26

It was a way
of controlling both workers and machines. The managerial technologies of

the Industrial Revolution also had roots throughout the emerging global

world system. The disciplined control of large groups of people had been pi-

oneered in the armies of Europe since the sixteenth century, 27 as well as in

the slave plantations of the Americas. But other techniques of control, such
as using examinations to select personnel, came ultimately from China.

The changes described so far may suggest the strength of the impulse
toward innovation in both technique and organization, at least in the cru-

cial sectors of textiles, coal mining, and iron. But as yet, there was little

that could not have been paralleled by developments elsewhere in the Afro-

Eurasian world system—in China, in India and Pakistan, in the Islamic

world, or in other parts of Europe. What revolutionized British industry
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was the bringing together of steam power, improved machinery, and fac-

tory organization.

James Watt made several improvements to the steam engine in the 1760s.

First, he separated the condenser from the cylinder, which eliminated a ma-
jor cause of heat loss and allowed his machine to run on far less fuel. Sec-

ond, instead of exploiting the atmospheric pressure created by condensing

steam to form a semi-vacuum (as did Newcomen's engine), Watt's machine

used the expansive power of steam directly to drive a piston (see figure 13.2).

These and other changes made the steam engine more economical, more

powerful, and more adaptable. By the 1790s, spinning wheels were being

driven by steam engines rather than people or waterwheels, and produc-

tivity soared. By 1800, a power-driven spinning mule could produce as much
as 200 or 300 human cotton spinners. The improved steam engine marks

the first significant increase in the power available to humans for many mil-

lennia. Not since about 6,000 years earlier, when humans had first learned

to harness the traction power of other animals, or. perhaps 5,000 years ear-

lier, when they had first learned to systematically exploit other human be-

ings on a large scale, had there been such a change in the availability of power

sources to produce basic necessities. With the introduction of steam power,

then of electricity and oil, human societies began at last to draw on the huge

sources of energy locked up in the inorganic world. (The most important

earlier example, gunpowder, was mainly used in destructive rather than pro-

ductive technologies.) Each change opened a new range of ecological niches

for human exploitation.

Improved steam engines quickly raised productivity in a few select in-

dustries. They also required changes to the way work was organized, for to

justify their expense they had to drive a number of machines, which made
them incompatible with domestic industry. They worked most effectively

in factories, where supervision could be more or less continuous, and hu-

man workers became little more than minders of machines—fixing their

broken threads, supplying them with raw material, and keeping them run-

ning smoothly. As they spread, steam engines became major consumers of

coal and metal. Their production thus stimulated mining, iron production,

and advances in engineering. Within a few decades, they had also revolu-

tionized methods of land transportation. The idea of using steam to power

locomotion had been around for several decades (indeed, a steam cart had

been invented in France in the 1760s), but the earliest steam engines were

too large. The first practical steam locomotive was built in 1802 at Coal-

brookdale by Richard Trevithick, who had designed a smaller high-pressure



Figure 13.2. Evolution of the steam engine in eighteenth-

century Britain, a. In the Newcomen "atmospheric engine,"

which was first used in 1712, steam was pumped into a cyl-

inder, a jet of cold water was sprayed in, and the steam con-

densed, creating a vacuum that sucked down a piston, which

worked the pump. By later standards this was highly inef-

ficient, mainly because the cylinder was alternately heated

and cooled. It thus used huge amounts of coal, and was eco-

nomical only in mines, where coal was plentiful and cheap,

b. James Watt patented an improved steam engine in 1769.

Among several improvements, he separated the condenser

from the cylinder, so that the temperature of the cylinder

remained more constant. He also began to use the pressure

from the steam, rather than the vacuum created by the

steam's condensation, to drive the piston. The greater fuel

efficiency of the Watt engine made it possible to use steam

engines away from coal mines. From James E. McClellan III

and Harold Dorn, Science and Technology in World His-

tory: An Introduction (Baltimore: Johns Hopkins Univer-

sity Press, 1999), p. 282, fig. 13.1; p. 284, fig. 13.2. © 1999
Johns Hopkins University. Reprinted with permission of

The Johns Hopkins University Press.
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steam engine. The locomotive was initially used as a mechanical horse, to

haul coal more quickly. Over the next thirty years, the quality both of the

rails and of the engines was improved. The Stockton and Darlington Rail-

way, the first designed to carry passengers as well as coal, opened in 1825.

The first thing to note as we analyze this series of innovations is that

though their impact was fundamental, they were developed incrementally,

built on developments and resources drawn from the entire world system.

British inventors drew on traditional skills and on knowledge of techniques

diffused in a complex network of ideas throughout the global world system.

Thomas Lombe's "silk throwing" machine has a genealogy that may lead

back, via Italy, to medieval China. Knowledge of the commercial potential

of cotton reflected the importance of Indian textile imports since the sev-

enteenth century, while dyeing techniques owed much to Indian, Persian,

and Turkish methods. 28 In an essay titled "The Pre-Natal History of the

Steam Engine," Joseph Needham, a historian of Chinese science, argued that

its antecedents lay in China and Greece as well as in Europe, and concluded:

"No single man was 'the father of the steam engine'; no single civilization

either." 29 The technologies of the first Industrial Revolution were Afro-
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Eurasian, even global, though their full productivity-raising potential was

initially demonstrated in England.

Furthermore, in industry as in farming, the techniques needed in the early

stages of the Industrial Revolution depended more on traditional artisans'

skills than on fundamentally new methods or techniques. Many of the pi-

oneers were practical workers rather than scientists or theoreticians. Peter

Mathias points out that

by and large, innovations were not the result of the formal application

of applied science, nor a product of the formal educational system of the

country. . . . Most innovations were the products of inspired amateurs,

or brilliant artisans trained as clock-makers, millwrights, blacksmiths or

in the Birmingham trades. . . . They were mainly local men, empirically

trained, with local horizons, often very interested in things scientific,

aware men, responding directly to a particular problem. Up to the mid-

nineteenth century this tradition was still dominant in British manu-

facturing industry. It was no accident that the Crystal Palace in 1851, a

miracle of cast iron and glass like the great railway stations of the nine-

teenth century, was the conception of the head gardener of the Duke of

Devonshire. He knew about greenhouses. 30

This is not to say that the task of inventing and developing new technolo-

gies was easy, or that science was irrelevant; but existing technological

knowledge had reached a point that made such developments possible.
31

The second explanation for this wave of innovation is commercial and

social. Placed at a major crossroads of expanding commercial networks by

the changing topology of global networks of exchange and the aggressive

commercialization of its elites, and controlling huge, protected markets in

India and Pakistan and in North America, British entrepreneurs could ex-

ploit raw materials such as cotton that were not available in Britain. They

could also sell in large protected markets that were developing rapidly

enough to absorb the vast increases in output made possible by new ma-

chinery. But the British internal market was also growing rapidly as Britain's

class structure was revolutionized, with ever larger numbers of people leav-

ing the subsistence economy of the village to become urban wage earners.

Rapidly expanding markets within a global world system and a high level

of commercial competition stimulated innovation, particularly in the pro-

duction of goods for the mass market, such as textiles (see table 13.5). Act-

ing on that stimulus were not just well-known inventors but thousands of

tinkerers and investors and managers who made a commercial success of

the major breakthroughs. The innovations that shaped the British indus-

trial revolution represent the response of a highly commercialized society
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TABLE 13.5. VALUE ADDED IN BRITISH INDUSTRY, 1770-1831 (£ MILLIONS)

Sector Product 1770 1801 1831

Textiles Cotton 0.6 9.2 25.3

Wool 7.0 10.2 15.9

Linen 1.9 2.6 5.0

Silk 1.0 2.0 5.8

Coal and metals Coal 0.9 2.7 7.9

Iron 1.5 4.0 7.6

Copper 0.2 0.9 0.8

Building Buildings 2.4 9.3 26.5

Consumer goods Beer 1.3 2.5 5.2

Lather 5.1 8.4 9.8

Soap 0.3 0.8 1.2

Candles 0.5 1.0 1.2

Paper 0.1 0.6 0.8

Total 22.8 54.2 113.0

source: Maxine Berg, The Age of Manufactures, 1700-1820: Industry, Innovation, and Work

in Britain, 2nd ed. (London: Routledge, 1994), p. 38.

to new commercial challenges and opportunities. Eric Hobsbawm summa-

rizes the role played by demand:

Exports, backed by the systematic and aggressive help of government,

provided the spark, and—with cotton textiles—the "leading sector"

of industry. They also provided major improvements in sea transport.

The home market provided the broad base for a generalized industrial

economy and (through the process of urbanization) the incentive for

major improvements in inland transport, a powerful base for the coal

industry and for certain important technological innovations. Govern-

ment provided systematic support for merchant and manufacturer, and

some by no means negligible incentives for technical innovation and

the development of capital goods industries .

32

However, the fundamental reason for the increased pace of innovation

in eighteenth-century Britain and Europe was that there was intense pres-

sure to innovate in a world shaped by the competitive forces of an increas-

ingly global capitalism. The importance of commercial pressures is appar-

ent in the motivations of particular inventors. James Watt, for example, wrote
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in his autobiography that he was interested in making machines that were
cheap as well as good.

" 33 Even better evidence is provided by the huge num-
ber of innovations in eighteenth-century Europe. And as pressures to in-

novate increased elsewhere in the course of industrialization, rates of in-

novation accelerated in all industrializing regions. This suggests that there
had emerged in western Europe a culture of innovation—an environment
that encouraged entrepreneurs actively to seek out and make effective use
of new techniques. Such arguments provide the strongest justification for

explanations of the Industrial Revolution that look to both commerce and
social structure.

POLITICAL REVOLUTION IN FRANCE

Alongside the economic revolution, there took place a political revolution.
Gradually in the seventeenth and eighteenth centuries, and rapidly in the
nineteenth century, the power and reach of states grew, and so did the re-

sources available to them. As a result, their relationship to the populations
they ruled was transformed. Today's political systems are to the great trib-

utary empires of the past what those empires were to the chiefdoms and
big man systems that they had displaced. Charles Tilly amplifies the point:

Over the last thousand years, European states have undergone a pecu-
liar evolution: from wasps to locomotives. Long they concentrated on
war, leaving most activities to other organizations, just so long as those
organizations yielded tribute at appropriate intervals. Tribute-taking
states remained fierce but light in weight by comparison with their
bulky successors; they stung, but they didn't suck dry. As time went
on, states—even the capital-intensive varieties—took on activities,

powers and commitments whose very support constrained them. These
locomotives ran on the rails of sustenance from the civilian population
and maintenance by a civilian staff. Off the rails, the warlike engines
could not run at all .

34

The power of European states had been growing for some centuries, partly
as a result of the increased resources available to commercially aggressive
states and partly as a response to the fiscal and organizational demands of
the gunpowder revolution .

35 But these changes, which culminated in the "ab-
solutism of the seventeenth and eighteenth centuries, were merely play-
ing catch-up. In comparison to the huge imperial states of China or the Is-

lamic world, the European states of 1000 ce were small and fragile affairs.

Fierce military competition, heightened by the advent of gunpowder, even-
tually squeezed out the smaller and less viable states. Those that survived
lived through a torrid adolescence during which they learned many of the
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lessons and gained many of the skills acquired much earlier by the great

agrarian empires. Yet even the power and reach of European absolutist states

are not particularly striking if they are compared with the Ottoman or Chi-

nese states.

What changed in the period after the French Revolution was the extent

to which state power reached directly into the lives of a majority of its sub-

jects. As Tilly points out.

After 1750, in the eras of nationalization and specialization, states be-

gan moving aggressively from a nearly universal system of indirect

rule to a new system of direct rule: unmediated intervention in the

lives of local communities, households, and productive enterprises.

As rulers shifted from the hiring of mercenaries to the recruitment

of warriors from their own national populations, and as they increased

taxation to support the great military forces of eighteenth-century

warfare, they bargained out access to communities, households, and en-

terprises, sweeping away autonomous intermediaries in the process.
36

The change can be seen most clearly in revolutionary France, largely be-

cause the revolution itself swept away so many of the intermediary au-

thorities that had ruled during the ancien regime. But change was also driven

by the need to assemble from scratch powerful new armies. In turn, the con-

quests of French armies spread the new methods of government (along with

the decimal system) to other parts of Europe.

The management of warfare was crucial to these changes. Whereas states

in early modern Europe had relied mainly on mercenary armies, from the

French Revolution onward, states began to take part directly in recruiting,

organizing, and funding national armies. As a result, the organizational and

fiscal role of states expanded, and they found they had to start worrying

about entirely new problems (such as the health and education of potential

recruits).
37 All these pressures forced governments to collect more infor-

mation on the demographic and economic resources they controlled. Later

in the nineteenth century, states began to take an interest in public health

and to support systems of public education. The political ideologies and the

commitment to electoral politics of the French revolutionary governments

also forced them to take responsibility for popular welfare and for law and

order. The organization of citizens' armies turned a sense of nationhood into

a crucial legitimizing device, encouraging states to become active support-

ers of nationalist thought and of the historians and writers who constructed

nationalist ideologies.

Electoral politics forced states to court ever wider sections of the popu-

lation, and they did so, at least in part, by presenting themselves as repre-
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sentatives of "the people." To the surprise of many traditionalists, demo-
cratic politics, when handled with care, turned out to strengthen states, not

weaken them. Elections also made available to governments new sources of

information about shifts in attitudes and demands within the populations

they ruled, while they limited the extent to which officials and other inter-

mediaries could filter the information being passed upward to rulers. What-
ever their precise form, new methods of information gathering—or "sur-

veillance," to use Anthony Giddens's term38—were crucial to the success

of rulers in the complex new environments of modern politics.

Policing was a particularly important aspect of these changes, for it was
part of the process by which modern states began to create a real monop-
oly over the means of coercion. In ancien regime France, the state took lit-

tle interest in police matters, which were usually handled by local author-

ities; in extreme cases, the army was used. At the end of the 1790s, the French

government created for the first time a bureaucratized police organization

that assumed a preventive rather than merely a reactive role in dealing with

crime and disorder. It was initially headed by the ex-Jacobin Joseph Fouche,

now acting as minister of police. As Tilly concludes, "By the time of Fouche,

France had become one of the world's most closely-policed countries." 39

In all these ways, France pioneered what has become the typical modern
state: a huge bureaucratic organization with a scale, a power, a wealth, and
a reach that would have been inconceivable in the premodern world. This

political revolution of modernity is both a cause and a consequence of eco-

nomic revolution. It is a cause insofar as effective and commercially minded
states were necessary if capitalism was to achieve its full dynamism. The
steepness of the modern gradient of wealth put far more wealth in the hands
of a minority than ever before, and preserving these vast reservoirs of

affluence required larger and more elaborate dams than had existed in the

agrarian era. States, in short, had to be powerful enough to protect the

wealthy and the entrepreneurial. Giddens observes that

private property, as Marx so consistently stressed, has as its other face

the dispossession of masses of individuals from control of their means
of production. . .

.
[T]he "freeing" of wage-labor was undeniably a ma-

jor aspect of the early establishing of capitalist enterprise on the grand
scale. Without the centralization of a coercive apparatus of law, it is

doubtful either that this process could have been accomplished, or that

the rights of private property as capital could have become firmly

embedded.40

The work of defending the emerging gradient of wealth went on in many
areas of life. In Britain it encompassed the passing of enclosure acts; the de-
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fense of the royal forests (as described vividly by E. P. Thompson); the im-

prisonment, deportation, or execution of petty thieves; and the protection

of entrepreneurial rights against industrial violence (a subject also dealt with

brilliantly by Thompson).
41 But it took place in many other areas as well.

For example, the creation of a modern monetary system was unthinkable

without the existence of a powerful state with significant fiscal and mana-

gerial resources, as well as effective control over the laws and courts.

On the other hand, the modern state is also a product of the economic

transformations of modernity. Just as the first states emerged in part in re-

sponse to the challenges of managing and organizing the huge concentra-

tions of people and resources gathered into the earliest cities, so the mod-

ern state was, at least in part, a response to the entirely novel challenges and

possibilities created by the abundant wealth generated within industrial

economies. The sheer scale of the resources available to modern states would

have demanded new managerial methods even without the state's new need

to manage and fine-tune the commercial machinery that generated growth.

But modern states also benefited from new technologies, especially in mil-

itary matters. New forms of communication transformed the movement of

troops and supplies, while new methods of manufacture transformed not

just the production of weaponry but its nature. The American Civil War was

the first truly industrialized war of modern times. At the same time, im-

proved communications and greater literacy enhanced the capacity of states

to handle the mass of information needed to rule effectively. And as they

became increasingly dependent on the technologies and the huge revenues

generated by modern economies, modern states also had to learn how best

to encourage growth by adjusting the balance of their interference in and

regulation of entrepreneurial activities. As Karl Polanyi argues in a classic

study of modernity, the widespread belief that the modern state is less in-

terventionist than premodern states is misleading. For the most part, mod-

ern states intervene more widely and more effectively than traditional agrar-

ian states; but they are also more aware of those areas of economic activity

where excessive intervention can be counterproductive .

42

In the past two centuries there have been many exceptions to these gen-

eralizations. Many modern states have never managed to closely regulate

the lives of their citizens; others have found it difficult to create the frame-

work for a viable capitalist economy. But for citizens of the many states that

have undergone these transformations, the results have been paradoxical.

On the one hand, the modern state regulates the lives of its citizens in ways

that would have been inconceivable, and might often have seemed inap-

propriate, in the era of tributary states. It requires that children be taken
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from parents for compulsory education; it demands detailed information on
the lives of individuals, in areas ranging from their incomes to their reli-

gious beliefs, it regulates in detail how we may and may not behave. More-
over, these requirements are backed up by formidable police powers. The
modern state has taken over many of the educational, economic, and polic-
ing functions once handled by households and local communities. In these
ways, our lives are more regulated by the state than ever before. Like the
nerve centers of multicelled organisms, modern states regulate the lives of
individuals because communities of individuals so much larger and more
interdependent than in premodern states cannot exist without some degree
of central coordination.

On the other hand, the most modern states foster participation in creat-
ing and implementing policy through public debate and through elections
in which ordinary citizens can stand for office. In these ways, modern states

encourage their citizens to see themselves as active agents rather than mere
subjects. Modern governments also set clear limits to their own power, be-
cause they know the extent to which the wealth they manage depends on
avoiding overregulation of entrepreneurial activity. And though they have
more force at their disposal than did any premodern states, they normally
deploy it with more restraint. In addition, modern states enable many ac-
tivities that would be impossible without them. They provide infrastruc-
ture, protection, and services of many kinds, from education to public health
care, and they maintain the legal and administrative framework necessary
if modern capitalist economies are to flourish.

While the regulatory powers of the modern state have led some critics

to describe it as totalitarian,' its efforts to include and nurture its citizens

explain why so many see it as an ally and a defender of liberty and free-

dom. Much of modern political life arises from the constant renegotiation
of this balance between regulation and support in the activities of the mod-
ern state.

CULTURAL REVOLUTION

The movement of ex-peasants into the towns, an increasing concern with
technological innovation, government involvement in education, and the
spread of new forms of mass media are among the many changes that trans-
formed cultural life.

The most important single change was perhaps the spread of mass edu-
cation and literacy. Literacy, as we have seen, had emerged first as a way of
coping with the large managerial tasks of the earliest states. But for most
of the agrarian era, it had remained a privilege of elites, a form of power de-
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nied to most of the population. Modern states engaged with their citizens

in entirely new ways, which required that the mass of the population itself

become involved, albeit perhaps in minor ways, in the huge organizational

tasks of modern society. The crucial precondition for popular involvement

in productive and managerial tasks was that literacy become general. The

effects of this cultural revolution were profound. For example, mass liter-

acy began the process of "disenchanting" the world by undermining the

authority of traditional, often semi-magical, forms of thinking. In this way

mass education helped spread a different worldview—if not a rigorous

understanding of modern science, then at least a certain skepticism about

nonscientific maps of reality.

Such developments were accompanied and have been affected by a pro-

found change in the nature of high culture and in attitudes toward knowl-

edge. The usual modern attitude toward knowledge can be characterized as

competitive, by analogy with the market. In agrarian civilizations, where

most people relied on orally transmitted information, knowledge was largely

shaped by the authority of particular teachers. Education consisted of the

transmission of traditional skills and a traditional body of knowledge.

Where literacy spread, knowledge became more abstract and less personal,

and abstract knowledge began to acquire an authority quite independent

from the prestige of particular teachers. Furthermore, where societies be-

came more commercialized, habits of testing traditional knowledge became

more common, as can be seen in classical Greece, in Abbasid Persia, in Song

China, and in early modern Europe. In Europe, methods for the testing of

knowledge had their precedents in the dialectical traditions of Socratic phi-

losophy as transmitted through the Islamic world, with its madrassas in

which important problems were solved by debate .

43 By the Renaissance,

thinkers such as Leonardo da Vinci or Christopher Columbus found it nat-

ural to hawk their ideas from court to court like intellectual peddlers .

44

The emerging market for ideas, in which ideas survived not because of

the authority of particular teachers but because they found buyers who had

tested their quality, was the proving ground of modern science. Though sci-

ence's impact on methods of production was still limited, the scientific style

of thinking was already present in a world increasingly dominated by mar-

ket forces in ideas and politics as well as in trade. As Margaret Jacob has ar-

gued, "To an extraordinary extent scientific knowledge had penetrated the

thinking of literate Englishmen by the late eighteenth and early nineteenth

century, and . . . such knowledge contributed directly to the process of in-

dustrialization, to creating the world in which we now live ." 45 But the mar-

ket in ideas, like that in goods, was now global; new technologies, such as
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those of printing, ensured that new ideas would circulate more rapidly as
well as more extensively. In the nineteenth century, beginning in Germany,
science itself began to be incorporated into entrepreneurial activity as com-
panies set up laboratories specifically to raise productivity and profits. By
the late nineteenth century, scientific research was taking a leading role in

processes of innovation that might have simply petered out if they had con-
tinued to rely on the technical and practical skills of individual entrepre-
neurs and artisans.

Science's grip on modern culture may reflect other, subtler changes as
well. Wage earners, unlike traditional subsistence peasants, lived in a world
in which the dominant forces were not particular overlords or rulers who
could be identified, named, and complained about. The modern world is ruled
by larger and more impersonal forces, from faceless bureaucracies to ab-
stractions such as "inflation," or "the rule of law." Where abstract forces
take over the work of coercion from the landlord, the executioner, and the
overseer, it is not surprising that there should emerge cosmologies ruled by
equally abstract forces. Perhaps the face of God was bound to vanish behind
the neutral mask of gravity in a world shaped more by commerce than by
coercion.

THE SECOND AND THIRD WAVES

Recent research has stressed the limits of the early Industrial Revolution.
In Britain, productivity rose rapidly in agriculture, in cotton, in metallurgy,
and in several other branches of manufacturing, but rates of growth for the
British economy as a whole were not particularly fast before the 1830s. The
first innovations that appeared in British industry affected particular sec-
tors of the economy, but others were little changed before the middle of the
nineteenth century (see table 13.5). Despite the rising productivity of
British agriculture, the production of food lagged slightly behind popula-
tion growth until the 1830s. 46 And the slowdown in growth in the British
economy after the 1870s suggests that on its own, the British industrial rev-
olution could have generated only a limited momentum. If it had occurred,
as did the industrial revolution of Song China, at the margins of a regional
world system, it would have had a more limited impact and might have
fizzled out within a century.

But Britain, unlike Song China, was at the center of the largest and most
vigorous exchange networks that had ever existed, and the world as a whole
was more unified and commercialized. In addition, the Industrial Revolution
proved self-energizing, as inventions in transportation and communications—
including the railway, the steamship, the bicycle, the modern printing press.
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and the telegraph and telephone—accelerated the exchange of informa-

tion in general and of new technologies in particular. "With improved mo-

bility," Joel Mokyr notes, "technology itself traveled easier: the minds of

emigrants, machinery sold to distant countries, and technical books and

journals all embodied the technological information carried from country

to country. More mobility also meant more international and interregional

competition. Societies that had remained impervious to technological

change, from Japan to Turkey, felt left behind and threatened as distance

protected them less and less."
47 Improved communications ensured that

innovations that cut costs and raised profits would soon be adopted else-

where within the already commercialized regions of the North Atlantic

world. The result was a chain reaction that eventually spread throughout

the world, rather than a regional burst of innovation that slowed after a

century or two.

Regional patterns of industrialization varied greatly. As Alexander Ger-

schenkron pointed out in the 1960s, the sequence of change was itself im-

portant.
48 By the early nineteenth century, many outside observers were

becoming aware of the changes occurring in Britain. From that point on, in-

dustrialization was bound to be a more conscious process, with greater de-

pendence on deliberate and more or less planned government intervention

(a process that was to culminate in the command economies of the twenti-

eth century). It was possible to borrow British technology, and increasingly

governments began to promote development. By the end of the nineteenth

century, governments and large banks were actively managing industrial

change. But differences in existing endowments, social structure, govern-

ment structures, and geography also counted for much. While industrial pro-

duction was at the heart of early changes in Britain, Belgium, Germany, and

Czechoslovakia, a large, modern industrial sector developed later in France,

the Netherlands, and Sweden. Nevertheless, rates of economic growth in

general were impressive in all these regions in the nineteenth century.

If we focus on the broad picture, we can identify a sequence, a series of

"waves" of industrialization, each shaped by different technologies and with

different centers of dynamism.49 The first wave, in the late eighteenth cen-

tury, had little effect outside of Britain. The full impact of steam technol-

ogy in particular became apparent only in the middle of the nineteenth cen-

tury, during a second main wave of innovation. Serious industrialization

began in Belgium, Switzerland, France, Germany, and the United States be-

tween the 1820s and 1840s. By the 1870s, these areas were creating new in-

dustries such as chemical manufacture (in particular for making dyes and

producing artificial fertilizers), electricity, and steelmaking, in what Daniel
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Headrick treats as a third wave of innovation. The Industrial Revolution now
spread rapidly throughout the Atlantic economies; indeed, many develop-

ments, such as the exploitation of electricity, depended on multiple innova-

tions pioneered in many different parts of this hub region, including Italy,

the Balkans, Germany, Scandinavia, France, Britain, and the United States.

German industrialists pioneered the systematic application of science to

production, while the United States was at the forefront of the industrial-

ization of agriculture, the mass production of interchangeable components
for commodities such as rifles, and, during the Civil War, the industrializa-

tion of warfare. By 1900, the United States had overtaken the United King-

dom as a producer of manufactured goods, and Germany was close behind:

the United States was responsible for almost 24 percent of world manufac-

turing output, the United Kingdom for almost 19 percent, and Germany for

13 percent (see table 13.2). Germany and the United States had also pio-

neered two new, multicellular forms of industrial organization: the national

corporation, which vertically integrated tasks previously shared by many
separate enterprises, from the production of raw materials to manufacture,

wholesaling, and retailing; and the multidivisional corporation, which hor-

izontally integrated what had previously been different sectors of produc-

tion. 50 The second and third waves together created a long boom in pro-

duction in the late nineteenth century, unmatched until the second half of

the twentieth century.

In a great tsunami of change, the second and third waves of industrial-

ization carried the Modern Revolution to the rest of the world, where its

impact was largely destructive. Just as the first stage in globalization had
destroyed the traditional societies of the Americas, so this new round of

global integration ruined traditional political, social, and economic systems

beyond the emerging industrial heartlands of the Atlantic seaboard. As pro-

ductivity rose in the industrialized hub region and the prices of goods such

as British machine-made textiles fell, producers in other regions found their

livelihood undermined by European imports. In entering global markets,

small producers found themselves competing with large corporations using

the most up-to-date technologies, and in the long run there was no doubt

as to who would lose that competition. Wherever they had the power to do

so, as in India and Pakistan, European powers accelerated such processes by
juggling with tariff barriers or by forcing weaker powers and colonies to ac-

cept European exports. In this project, the power of newly industrialized

armies, with modern, mass-produced weapons, and of better transportation

systems such as steamships and railways could prove decisive—so decisive
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that Europe was able to import Indian grain even during the subcontinent's

horrifying famines of the late nineteenth century. 51 Even China's once self-

sufficient economy buckled as the increasing gravitational pull of the At-

lantic economies warped the topology of international trade. Britain forced

China to accept European exports, beginning with opium, after the First

Opium War of 1842, when British forces threatened to cut the canal routes

that supplied the north with grain. Over the next sixty years, industrialized

European powers began to take economic and political control of China, as

Britain had already taken control of the huge economy of Mogul India. In

the final two decades of the century, European states imposed direct impe-

rial control over much of Africa in the last great wave of political imperial-

ism. Europe's economic and political colonies saw nineteenth-century cap-

italism in its most predatory forms.

The transformations of the late nineteenth century created a world di-

vided between those that did and those that did not have industrial

economies. The same processes that enriched the societies of the Atlantic

seaboard ruined much of the rest of the world; and the gradients of in-

equality within nations, which had widened so spectacularly with the de-

cline of the traditional peasantry, now became gradients between regions

and nations. As the balance of economic and military power shifted, China's

share of world industrial production fell from 33 percent in 1800 to 6 per-

cent in 1900 and 2 percent in 1950; that of India and Pakistan fell from 20

percent in 1800 to less than 2 percent in 1900. The twentieth-century term

the third world could have made no sense in 1750, when today's third world

countries accounted for almost 75 percent of global industrial production.

By the late twentieth century, they counted for less than 15 percent. Third

world industrial production crashed in the second half of the nineteenth

century, with total production falling to 37 percent in i860, to 21 percent

in 1880, and to about 7 percent for much of the first half of the twentieth

century (see table 13.2 and figure 13.3).

The gap between "first" and "third" worlds, which was so familiar a part

of the international landscape in the twentieth century, first appeared in the

late nineteenth century. As Mike Davis writes:

When the Bastille was being stormed, the vertical class divisions inside

the world's major societies were not recapitulated as dramatic income

differences between societies. The differences in living standards, say,

between a French sans-culotte and Deccan farmer were relatively in-

significant compared to the gulf that separated both from their ruling

classes. By the end of Victoria's reign, however, the inequality of na-
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Combined GNP of UK/US HI GNP of China

Figure 13.3. The "rise of the West": the industrial potential of China and the

United Kingdom/United States, 1750-1980, as a percentage of the global total.

Based on table 13.2.

tions was as profound as the inequality of classes. Humanity had been
irrevocably divided. And the famed "prisoners of starvation," whom
the Internationale urges to arise, were as much modern inventions of

the late Victorian world as electric lights, Maxim guns and "scientific"

racism. 52

The famines of the late 1870s, which touched equatorial and subequatorial

regions right around the globe, were a watershed event in the history of the

modern world, for the disruptive economic and social effects of European

imperialism magnified the impact of a traditional, El Nino-related drought

and thereby caused some of the worst famines since the fifteenth century. 53

Even worse was to come in the next twenty-five years, as the embryonic

third world was integrated more tightly into global transportation networks,

within which famines and epidemic diseases spread more widely and more
rapidly than ever before. Many more people died in these crises than were

to die during the First World War.

As traditional rulers outside the industrializing core became aware of their

vulnerability, they began to wonder if they would have to industrialize the

lands they ruled. But how? The conclusions reached in the previous chapter

suggest that the problems they faced were as much political and cultural as

economic. Matching the rates of innovation of the North Atlantic hub re-

gion meant changing political systems and cultural attitudes as well as eco-
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nomic structures in order to create well-integrated capitalist societies. This

was bound to be a delicate and painful political maneuver—particularly for

more traditional governments such as that of Tsarist Russia, which main-

tained many of the anticommercial attitudes of traditional tributary em-

pires. Eventually, traditional governments would have to compromise with

the new world of industry; but whatever form these compromises took, they

were bound to threaten the established support base of these governments

and undermine their stability. In the late nineteenth and early twentieth

centuries, two highly traditional governments, whose societies were already

moderately commercialized, presided over state-led industrialization drives.

While the Meiji government in Japan rode the rapids of industrialization

with considerable success, the Tsarist government did not; and it was left to

the Communist government of Stalin to attempt the paradoxical project of

an industrialization drive undertaken in the absence of entrepreneurs.

Though the Stalinist industrialization drive had remarkable early suc-

cesses, its eventual failure illustrates the difficulty of sustaining innovation

without a competitive market environment .

54 Other once powerful regions

—

including the Islamic world, India and Pakistan, and China—underwent half-

hearted attempts at reform, which left them in increasing economic and

sometimes military dependence on Europe.

SUMMARY

The threshold to modernity was first crossed in the eighteenth and the early

nineteenth centuries, in western Europe. The change had three interlinked

aspects: economic, political, and cultural. The Industrial Revolution (the la-

bel applied to the economic aspects of the change) has been best studied in

England, the country in which the changes first became apparent. England's

social structures already conformed closely to the model of a capitalist so-

ciety in the eighteenth century, with a rapidly growing class of wage earn-

ers and with governments closely allied to mercantile interests. The inno-

vative potential of British capitalism first became apparent in agriculture,

where commercially minded landowners raised agricultural productivity by

introducing improvements on a large scale. Industrial breakthroughs came

later; the crucial innovation was the use of steam power in large factories,

which provided access to the energy bonanza of fossil fuels. Growing

wealth, and the need to manage market economies and protect new forms

of wealth, posed new challenges for governments, which had to begin mo-

bilizing both resources and political support in new ways. These changes can

be seen most clearly in the revolutionary changes that transformed gov-

ernment in France from the late eighteenth century on. For the first time,
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government began to reach into the daily lives of a majority of its subjects,

concerning itself with their education, health, and attitudes. The most fun-
damental cultural change of the period was probably the increasing impor-
tance of scientific approaches to the world. Though scientific attitudes did
not affect a wider population until their spread by mass education in the
twentieth century, they played an important role in the technological in-

novations of the Industrial Revolution. The impact of science gained in-

creasing significance during the nineteenth century's second and third waves
of innovation. The Industrial Revolution then spread to western Europe and
North America, as rates of innovation slowed in Britain. Beyond the in-

dustrializing core, the early stages of the Modern Revolution were largely
destructive. In the late nineteenth century, differentials in wealth between
different parts of the world became, for the first time, as great as the dif-

ferentials within nations, and traditional structures that had worked, after
a fashion, for millennia broke down, failing those who still depended on them
for survival.
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THE GREAT ACCELERATION OF THE TWENTIETH CENTURY

If I had to sum up the twentieth century, I would say

that it raised the greatest hopes ever conceived by
humanity, and destroyed all illusions and ideals.

ACCELERATION

The twentieth century is so close to us that we may think we understand
it. But in some ways, it is harder to grasp than any other epoch discussed in

this book. Of all periods of human history, the twentieth century may be
the most difficult to see in the large perspective of big history. We cannot
know what will stand out a few centuries into the future. In Eric Hobsbawm's
superb history of the short' twentieth century. The Age of Extremes (1994),
the things that loom large are the world wars of the first half of the cen-

tury, the Great Depression, the Communist experiment, decolonization, and,

above all, the long boom after the Second World War. But on the scale of

big history, other aspects of the twentieth century stand out. Most striking

are the astonishing changes that have occurred in the relationship between
human beings and the biosphere. In a recent environmental history of the

twentieth century, John McNeill has argued that "the human race, without
intending anything of the sort, has undertaken a gigantic uncontrolled ex-

periment on the earth. In time, I think, this will appear as the most impor-
tant aspect of twentieth-century history, more so than World War II, the

communist enterprise, the rise of mass literacy, the spread of democracy, or

the growing emancipation of women." 1

This chapter will focus on the sharp acceleration in the pace and scale of

change in the twentieth century. Not until the twentieth century did the

full significance of the Modern Revolution begin to reveal itself. Change ac-

celerated so rapidly, and the ramifications of change were so universal, that

this period marks an utterly new stage in human history and in the history

of human relations with other species and with the earth. Indeed, it may be

440
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no exaggeration to say that the twentieth century marks a decisive moment

in the history of the entire biosphere.

On the cosmological scale, changes mostly occur at the stately pace of

millions or even billions of years. In the biological realm, where natural se-

lection sets the pace, significant alterations take place on scales ranging from

thousands to millions of years. In human history, shaped increasingly by

cultural change, the pace is more rapid. In the Paleolithic era, significant

changes took many thousands of years. Agricultural societies, with their

greater demographic dynamism, reduced that scale so that the entire his-

tory of agrarian societies could fit into a mere ten thousand years, while the

history of agrarian civilizations was only half as long. The extraordinary

dynamism of the Modern Revolution has accelerated the pace of global his-

torical change once more. Time itself seems to have been compressed in the

twentieth century.

Our sense of space has been revolutionized as well by modern forms of

transportation and communication, from air travel to the Internet. It is not

just that telescopes can reach nearly to the edge of the universe and the be-

ginnings of time. Within the compass of human society, information and

money can now be transferred more or less instantaneously across the globe,

while people can travel only slightly less rapidly. Collective learning now

embraces the world, but on the timescales of a private conversation. Robert

Wright observes, "The fitful but relentless tendency of invisible social brains

to hook up with each other, and eventually submerge themselves into a larger

brain, is a central theme of history. The culmination of that process—the

construction of a single, planetary brain— is what we are witnessing today,

with all its disruptive yet ultimately integrative effects." 2 Space has con-

tracted as rapidly as time. The epidemiologist D. J. Bradley has illustrated

vividly what these changes mean for the life experience of individuals by

plotting the "life-time travel tracks" of four generations of males in his own

family. His great-grandfather's lifetime travel track could be contained

within a square whose sides were only 40 kilometers long. In each of the

next three generations, the sides of this square multiplied by about ten times.

The lifetime travel track of his grandfather occupied a square with sides about

400 kilometers long, while that of his father had sides at least 4,000 kilo-

meters long, and Bradley's own travels covered the entire globe.3

In 1940 the German cultural critic Walter Benjamin offered a haunting

image of the hurricane of change that human societies have experienced in

the twentieth century:

A Klee painting named "Angelus Novus" shows an angel looking as

though he is about to move away from something he is fixedly contem-
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plating. His eyes are staring, his mouth is open, his wings are spread.

This is how one pictures the angel of history. His face is turned toward

the past. Where we perceive a chain of events, he sees one single catas-

trophe which keeps piling wreckage upon wreckage and hurls it in front

of his feet. The angel would like to stay, awaken the dead, and make
whole what has been smashed. But a storm is blowing from Paradise;

it has got caught in his wings with such violence that the angel can no
longer close them. This storm irresistibly propels him into the future

to which his back is turned, while the pile of debris before him grows
skyward. This storm is what we call progress. 4

As Eric Hobsbawm has argued, this hurricane of change has threatened to

cut us loose from the past so decisively that it has transformed how we think

about history itself.
5

On many important scales, more change has occurred in the twentieth

century than in all earlier periods of human history. The fact that this chap-

ter covers only one century, while the equivalent chapter on the era of agrar-

ian civilizations (chapter 10) covers four millennia, is merely one index of

the transformations of scale engineered by modern society.

In describing these changes, it makes sense, once again, to begin with

population growth, for whatever the impact of other factors, such as new
technologies and new forms of social organization, every increase in hu-

man populations inevitably places new demands on the earth's resources

(see table 14.1).
6 In 1900, world populations stood at about 1.6 billion. A

century later, they had quadrupled to about 6 billion. It took 100,000 years

for human populations to reach the first billion, and just over a century to

add another five. In this century, the doubling time for human populations

fell to eighty years in the first half of the century, and to a mere forty in

the second half.

CHANGES WITHIN HUMAN SOCIETY

Waves of Innovation in the Twentieth Century

The acceleration of technological change was the primary agent of trans-

formation. In the first place, technological changes are what made it possi-

ble to support such huge populations. A thoroughly commercialized agri-

culture had appeared in northwestern Europe by the eighteenth century,

but the most significant increases in agricultural productivity have occurred

in the twentieth century. Between 1900 and 2000, the productivity of the

world's croplands has increased by three times, and the total grain har-

vest has multiplied five times, from 400 million to almost 2 billion tons. 7

Agricultural output rose faster than populations in the twentieth century.
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TABLE 14.1 WORLD POPULATIONS, 1900-2000

Date Population (billions)

1900 1.634

1910 1.746

1920 1.857

1930 2.036

1940 2.267

1950 2.515

1960 3.019

1970 3.698

1980 4.450

1990 5.292

2000 6.100

sources: Massimo Livi-Bacci, A Concise History of World Population,

trans. Carl Ipsen (Oxford: Blackwell, 1992), p. 147; 1910 figure interpolated;

2000 figure from Lester R. Brown, Eco-Economy: Building an Economy
for the Earth (New York: W. W. Norton, 2001), p. 212.

Increased food production depended partly on the increased use of an old

technology, irrigation, and on the continued exchange of crops such as maize

and soybeans between different parts of the world. But new techniques were

also crucial. Particularly important were the use of artificial fertilizers and

the systematic breeding of new strains of crops, the most important of which

have been varieties of high-yield cereals and hybrid corns.

Outside agriculture, the most important technological changes of the

twentieth century came in waves whose impact and size dwarfed those of

the nineteenth century.

8 A fourth wave of innovation began at the end of the

nineteenth century and lasted for much of the first half of the twentieth

century. The internal combustion engine, whether installed in cars, trucks,

tanks, or planes, was the crucial new technology, and oil was the vital en-

ergy source, though other fossil fuels (including coal and natural gas) were

also important. In this phase, large, multidivisional corporations based in

the most industrialized countries began to break out of the national frame-

work in which they had evolved, turning into multinational corporations,

with operations in several different countries .

9 The appearance of multi-

national corporations was one expression of the increasing dominance of
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the most highly industrialized countries. The geographical spread of in-

dustrialization slowed in this period, and the productive capacity of those

regions that had already begun to industrialize soared ahead of that of the

rest of the world. Paul Bairoch's calculations (see tables 13.1 and 13.2) sug-

gest that the absolute as well as the relative industrial output of regions be-

yond the emerging industrial heartland was falling for almost a century, from

the mid-nineteenth century to the mid-twentieth century.

A fifth wave of innovation, after the Second World War, was dominated

by atomic power and electronics. Electronics raised the efficiency of many
other technologies. But because they also slashed the cost of using, acquir-

ing, and processing information, they accelerated the pace and efficiency of

collective learning and ensured that collective learning would now take place

on global rather than local scales. This wave saw a sharp upturn in industrial

production in many regions that had barely been touched by earlier waves,

particularly in Latin America, East Asia, and Southwest Asia. It also wit-

nessed an increase in the wealth and influence of multinational corporations.

Particularly in the more industrialized regions—the dynamos of the world

economy—the postwar boom seemed to slow in the late 1970s and 1980s.

Then growth accelerated once more in a sixth wave of innovation. This

wave is still in motion, early in the twenty-first century. Its dominant tech-

nologies are electronic and genetic, while its most striking early effect has

been to draw all parts of the world more tightly together than ever before.

Manuel Castells has argued that the last two decades of the twentieth cen-

tury mark the transition to an entirely new phase of capitalist history, which

he labels the "Information Age." 10 In this phase, he maintains, flows of in-

formation are the key to profit making; the boundaries between individual

enterprises are being erased, as production and services are organized in con-

stantly shifting alliances or networks of enterprises, many of which sub-

contract much of their work to individuals or smaller companies. The con-

trol and movement of information have become perhaps the largest single

sector of industry. 11 Global flows of information and wealth have become
so rapid, and have such little respect for traditional boundaries, that they

have blurred the borders between states as well as between enterprises. In

2000, many international corporations had as much market value as many
major states, and most of these massive corporations dealt in communica-
tions (see table 14.2).

Taken together, the fifth and sixth waves of innovation sustained a boom
in production far larger than that of the late nineteenth and early twenti-

eth centuries. Between 1900 and 1950, the total output of the global econ-

omy rose from just over $2 trillion to just over $5 trillion. In the next fifty



TABLE 14.2. ECONOMIC ENTITIES RANKED BY MARKET VALUE,

JANUARY 2000

Rank Political Unit Corporation Value ($ billions)

1 USA 15,013

2 Japan 4,244

3 UK 2,775

4 France 1,304

5 Germany 1,229

6 Canada 695

7 Switzerland 662

8 Holland 618

9 Italy 610

10 Microsoft (US) 546

11 Hong Kong 536

12 General Electric (US) 498

13 Australia 424

14 Spain 390

15 Cisco Systems (US) 355

16 Taiwan 339

17 Sweden 318

18 Intel (US) 305

18 Exxon-Mobil (US) 295

20 Wal-Mart (US) 289

21 South Korea 285

22 Finland 276

23 Nippon JT (Japan) 274

24 AOL Time Warner (US) 289

25 South Africa 232

26 Nokia (Finland) 218

27 Greece 217

28 Deutsche Telekom (Ger.) 218

29 IBM (US) 213

30 Brazil 194

source: Sydney Morning Herald, 15 January 2000.
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years it rose to ca. $39 trillion. These figures indicate that global production

multiplied almost twenty times in the twentieth century. Growth in just

the three years from 1995 to 1998 is estimated to have been greater than

total growth in the 10,000 years before 1900. 12

Creation: Consumer Capitalism and New Lifeways

The positive side of change is apparent in the staggering wealth of the most

industrialized regions. Large populations in these regions have enjoyed high

and rising levels of material affluence. In the nineteenth century, critics of

capitalism saw its capacity to create poverty but underestimated its capac-

ity to create material wealth. Some of those who did appreciate its produc-

tive potential (such as Rosa Luxemburg) argued that capitalism's extraor-

dinary dynamism would prove its downfall. The more it produced, the

greater the difficulty of finding buyers. Whereas for most earlier epochs of

human history scarcity had been the fundamental problem faced by peoples

and governments, now the main issue was to cope with abundance. (Marx-

ists called this the "realization" problem—the problem of realizing profits

through sales.) However, from late in the nineteenth century on, capitalist

economies began to find a solution by treating their own workers not simply

as factory fodder but also as potential markets for the goods they produced

in such vast quantities. Just as viruses often evolve so as to protect their prey,

so capitalism learned (in a move that Marx seems not to have anticipated) to

protect, and even woo, its own proletariat into a new, and less unbalanced,

form of symbiosis. This move is what generated the consumer capitalism of

the twentieth century. Its distinctive feature has been the requirement that

the mass of the population should consume commodities in ever-increasing

amounts for the good of the entire system. To ensure the existence of a mass

consumer market, wages had to be raised, consumer goods had to be mar-

keted aggressively, and there had to be an end to the old-fashioned ethos of

saving and conserving, the economic morality that had dominated most com-

munities for most of human history. These changes began in the nineteenth

century, but the shape of modern consumer capitalism first came into focus

in the United States in the 1920s. Some of the earliest critiques of consumer

capitalism—for example, Sinclair Lewis's 1922 novel, Babbitt—also appeared

in the United States early in the twentieth century.

For governments, of course, disposing of surpluses is a more congenial

problem than managing scarcity, the central task for most earlier states. The

highly productive social and economic system of modern capitalism could

defuse the hostility of subordinate classes by offering them living standards

that would have gratified many a monarch in earlier historical epochs. In
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this way, consumer capitalism transformed traditional political problems,

making it possible for modern elites to generate loyalty through gift-giving

on a massive scale. It is this change, more than anything else, that explains

the survival and resilience of liberal capitalist societies in the world's most

industrialized regions.

Consumer capitalism has transformed the rhythms of historical change.

The agrarian world was governed by Malthusian cycles, as population growth

periodically outstripped productive capacity. During the "great depression"

of the 1870s, it became apparent for the first time that economic growth could

falter because of overproduction as well as underproduction. Manufacturers

in sectors of rapidly growing productivity found that markets were too small

to absorb what they could now produce. Over the following decades, it be-

came clear that in a world of steadily increasing productivity, the problem of

finding (or creating) markets would shape the rhythms of economic activ-

ity much as the problem of insufficient productivity had done in the agrar-

ian era. As a result, the modern era is dominated,by cycles of activity with a

different (normally a shorter) periodicity, which we know as business cycles.

Coping with those cycles has generated quite new types of behavior on the

part of entrepreneurs, governments, and consumers in the most industri-

alized countries. At first, many governments and entrepreneurs reacted to

rising levels of productivity by demanding protection for their own markets

and creating protected markets in colonial regions. But this proved a self-

defeating strategy, not only generating intolerable military conflict but also

partitioning the huge world markets that had fueled much industrial

growth in the nineteenth century. In the long run, John Maynard Keynes

and others realized that avoiding cyclical downturns means maintaining and

sustaining markets rather than monopolizing them. Thus a central concern

of twentieth-century consumer capitalism was to create and expand markets.

This change helps explain the ethical revolution that has made consumption

a virtue as fundamental as abstinence had been in the precapitalist world.

And it explains the emergence of a powerful new priesthood of advertisers,

most visible on television in their ceaseless advocacy of consuming.

The beneficiaries of these changes enjoyed unparalleled levels of mate-

rial prosperity and entirely new forms of freedom. In the richer countries,

medical advances have improved health and eliminated many once un-

avoidable causes of physical misery. Indeed, lifestyles have changed so

greatly that they may be exerting a significant evolutionary impact on hu-

man bodies. Studies in the United States suggest that people of the late twen-

tieth century were not only taller than their predecessors of a century ear-

lier but also had less skeletal toughness. Improved nutrition and medical care,
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coupled with lazier lifestyles, may be exerting much more evolutionary pres-

sure on our species than we had realized. 13

Personal relations have also been transformed. Though levels of inter-

personal violence remain high, modern democratic societies frown on such

behavior; most people are freer from the threat of violence than they would
have been in traditional tributary societies, in which physical coercion was
a more acceptable form of control. The political structures of democratic

states, despite their many failings, also offer an unprecedented degree of le-

gal protection to individuals. And the control over information that sustained

the privileges of elites in the past has been lessened by the progress of mass
education. Particularly striking is the slow breakdown of traditional gender

roles that restricted the opportunities available to women. The spread of con-

traception and new forms of employment that depend less on physical

strength have made it easier for women to take on many of the more spe-

cialized roles outside the household that men had monopolized in traditional

societies. As a result, though women's wages and rates of promotion still lag

well behind those of men in most sectors of most industrialized economies,

the long-term trends in the more developed countries have seen a significant

increase in their educational levels and employment opportunities. In 1990,
in industrialized countries there were as many women as men in institu-

tions of secondary and tertiary education, and there were almost 80 women
in paid employment for every 100 men. By comparison, in the world as a

whole there were only about 80 women in secondary education and 65 in

tertiary education for every 100 men, and there were only about 60 women
in paid employment for every 100 men. 14

The immense gains enjoyed in the twentieth century by those living in

the richer countries illustrate the astonishing creativity of the Modern Revo-
lution. And that creativity holds out the tantalizing promise of a better future

for human beings everywhere.

The Contradictions of Capitalism: Inequality and Poverty

Yet despite the remarkable positive changes seen in the twentieth century,

in many ways and for many people the impact of the Modern Revolution

was much less benign. In principle, the increased productivity of modern
societies held out the possibility of building, for the first time, societies in

which all sectors of society were free from the oppression of material poverty.

This was the grand vision of socialism. But it was also clear to most social-

ists that although capitalism created the material preconditions for such a

society, its basic structures were fundamentally inegalitarian. The produc-

tive dynamism that seemed to be capitalism's greatest virtue was driven by
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an unequal distribution of control over productive resources. Capitalism, it

seemed, needed steep gradients in the distribution of wealth in order to sur-

vive and flourish. Marx argued that the system could not work without an

appropriate mixture of owners and non-owners of productive resources. His

conclusion seemed to mean that as long as capitalism existed, inequality

would increase. For socialists, it followed that to build a society in which the

benefits of high productivity would be available to all sections of the popu-

lation, capitalism itself would have to be overthrown. But would a socialist

society be able to match capitalism's high levels of productivity ? Would more
egalitarian societies be capable of matching the high productivity of capi-

talism, productivity on which socialist hopes for a world free of material

poverty ultimately rested? The twentieth century was to suggest some an-

swers to these agonizing questions.

Developments in the twentieth century vindicated much in the socialist

critique of capitalism. The same forces that generated the extraordinary ma-
terial abundance of the twentieth century also magnified global inequali-

ties both within and between nations. Wealth was increasingly piled up in

huge reservoirs that made the immense valleys of poverty between them
seem all the more squalid. Capitalism has proved its capacity to generate

abundant material wealth; but so far it has proved incapable of distributing

global wealth in equitable, humane, and sustainable ways.

Though our attempts to measure these inequities are crude and approx-

imate, they suggest some clear trends. Estimates of global income per head

suggest that this gauge rose from $1,500 in 1900 to $6,600 in 1998. During

the same period, global life expectancy, one of the most critical of all indica-

tors of well-being, has risen from ca. 35 years to ca. 66 years.
15 These are

significant gains, but they have been distributed unevenly, as tables 14.3 and

14.4 show. While the per capita gross national income of the United States

was ca. $34,100 in 2000 (and that of the highest income countries averaged

ca. $27,680), the per capita gross national income of Brazil was ca. $3,580,

that of China (an economic superpower just two centuries ago) was ca. $840,

and those of India (another former economic giant) and Burkina Faso stood

respectively at $450 and $210. The ratios make these disparities even more
striking (see table 14.3). These figures indicate that the per capita gross na-

tional income of Burkina Faso was less than 1 percent of the average for high-

est income countries, while the figures for India and the whole of sub-Saharan

Africa were just over 1.5 percent of that average.The ratios for life expectancy

statistics are not as extreme, of course, and modern medical knowledge has

raised life expectancies throughout the world. Nevertheless, the statistics tell

a clear story of lives shortened by relative poverty (see table 14.4).



TABLE 14.3. GROSS NATIONAL INCOME PER CAPITA, 2000

Country or Region Income ($)

World 5,170

United States 34,100

Average of high-income countries 27,680

Burkina Faso 210

Sub-Saharan Africa 470

India 450

China 840

Brazil 3,580

Latin America and Caribbean 3,670

source: World Development Indicators (Washington, D.C.:

"Size of the Economy," pp. 18-20.

World Bank, 2002), table 1.1,

TABLE 14.4. LIEE EXPECTANCIES AT BIRTH, 2000

Country or Region Life Expectancy at Birth (years)

Men Women

World 65 69

United States 74 80

Average of high-income countries 75 81

Burkina Faso 44 45

Sub-Saharan Africa 46 47

India 62 63

China 69 72

Brazil 64 72

Latin America and Caribbean 67 74

source: World Development Indicators

"Women in Development," pp. 32-34.

(Washington, D.C.: World Bank, 2002), table 1.5,
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In the last decades of the twentieth century, the wealth gap seems to have

widened. In i960, the wealthiest 20 percent of the world's population earned

ca. 30 times as much income as the poorest 20 percent; in 1991 that multi-

ple had soared to 61. 16 Conditions have especially deteriorated in South

America and sub-Saharan Africa. In the early 1970s, Africa was self-

sufficient in food production, and even exported surpluses. It is therefore

shocking to realize that in the 1990s, if South Africa is excluded, the total

gross domestic product of sub-Saharan Africa's population of 450 million

was less than that of Belgium, with a population of only 11 million. 17

These statistics are a reminder that for millions of people, modernity has

led to worse living conditions. The number of adults suffering from acquired

immunodeficiency syndrome (AIDS) has been kept below 1 percent in

wealthier countries because they have the medical and educational resources

to take the necessary preventive measures. In contrast, in Zimbabwe 26 per-

cent of all adults were HIV-positive in the mid-1990s, and levels were al-

most as high in Botswana, Namibia, Swaziland, and Zambia. 18 Food short-

ages provide another shocking measure of inequality. Famine is only their

most extreme form; more often, shortages mean lives ground down by the

misery of chronic malnutrition. As Paul Harrison writes: "The everyday

reality of malnutrition in the Third World is . . . adults scraping through,

physically and mentally fatigued and vulnerable to illness. It is children

—

often dying, not so frequently of hunger alone, as of hunger working hand
in hand with sickness; but more often surviving impaired for life."

19 In the

late 1990s, more than 800 million people (ca. 14 percent of the world's pop-

ulation) were estimated to be undernourished, while 1.2 billion (ca. 20 per-

cent) did not have access to clean and safe water. 20 Table 14.5 gives some
summary demographic and economic statistics for 1994.

The Destruction of Traditional Lifeways

Figures such as those in the tables above reflect more than a falling be-

hind in relation to the richer countries. They also tell us of the destruc-

tion of traditional lifeways—and of the safety nets built into them in lo-

cal traditions of charity or specialized institutions such as emergency

granaries. The decline in production of those countries that did not in-

dustrialize before the middle of the twentieth century is apparent from

the figures in table 13.2, and declining production unraveled all the tradi-

tional safety nets. The fate of eighteenth-century English peasants facing

enclosure is repeated today as population pressure or debt or taxation or

war undermines established rural lifeways. Statistics on urbanization

offer an indirect index of this change. In 1800, 97 percent of the world's
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population lived in settlements of fewer than 20,000 people. By the mid-

dle of the twentieth century, the number had fallen to ca. 75 percent, and

by 1980 to ca. 60 percent. In 2000, for the first time in human history, as

many people lived in settlements containing more than 20,000 people as

in smaller communities. 21 In 1800, Britain and Belgium were the only

countries in the world in which less than 20 percent of the population found

employment in agriculture or fisheries. Today, peasant farming remains

the dominant lifeway in only three major regions—sub-Saharan Africa,

South and Southeast Asia, and China—and in many of their communi-
ties, peasants are barely surviving. Eric Hobsbawm has argued that "the

most dramatic and far-reaching social change of the second half of this cen-

tury, and the one which cuts us off for ever from the world of the past, is

the death of the peasantry."22

The statistics are a bloodless way of describing such changes; the following

description conveys a sense of what they could mean to families and indi-

viduals. It comes from Paul Harrison's account of an interview he conducted

in the 1980s with the head of a household in Burkina Faso, the African nation

that lies north of Cote d'Ivoire (Ivory Coast), Ghana, and Togo. As in much
of the Sahel, farming in Burkina Faso was based on shifting cultivation. In-

habitants prepared land that had not been farmed for a few decades by chop-

ping down vegetation and setting it alight. Crops were then planted in the

ashy soil: millet and sorghum for food, cotton or groundnuts for sale. Fer-

tility was usually high for a year or two, then rapidly declined, so that com-

munities had to move on and prepare a new patch of ground. Such meth-

ods can support only thin populations, for obvious reasons: at any given time,

most of the land is fallow. But in recent years, population pressure had forced

farmers to speed up the cycle and return to each patch before its fertility

had been restored. Eventually, overuse threatened to destroy the soil itself,

irrevocably.

Paul Harrison met and interviewed a 6o-year-old farmer named Mou-
mouni, who had lived through several stages in the developing crisis that

has ruined much of the traditional croplands across the southern borders of

the Sahara.

Moumouni remembered that, when he was a child, only twelve people

lived in his father's compound. Now there were thirty-four, with five

young men working away from home on the Ivory Coast. Land in the

village is allocated by the chief on the basis: to each according to his

need. ... Yet the village's traditional lands had not expanded at all

The additional land needed had been taken out of the five sixths that
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usually lay fallow. Fallow periods had been slowly whittled down over

the decades, until they were now only four or five years, when at least

twelve would have been needed to restore the exhausted fertility of the

soil.

Moumouni showed Harrison his land.

Even close in to the compound, the soil looked poor enough, stony and

dusty, without a trace of humus. And this was the only area they ever

fertilized, with the droppings of a donkey and a couple of goats. Outside

a circle of about fifty yards' diameter round the houses, the ground was

a dark red, baked hard. It had been cultivated the year before but had

yielded very little. Moumouni said he didn't think anything would grow

there this year.23

The impact of such difficulties can be calculated on a national basis. A World

Bank report estimates the cost of "crop, livestock, and fuelwood losses from

land degradation" in Burkina Faso in 1988 as ca. 8.8 percent of the coun-

try's gross national product. 24

The lives of traditional foragers have been subjected to an equally vio-

lent assault in the twentieth century. But the change they have undergone

is curiously incomplete, despite the colossal mismatch in scale and resources

between foraging communities and modern capitalist states. Indeed, it may
be the mismatch that explains the remarkable capacity of many such com-

munities to preserve something of their past. Where their lands were

needed for settlement or mining, they were removed with brutality and lit-

tle ceremony; otherwise, they were often left in peace. Their military en-

counters with modern societies often took the form of guerrilla wars or

small-scale military confrontations. The conflicts were real enough, and

sometimes states became directly involved, as they did in the Indian wars

in the United States, or the many guerrilla campaigns fought with kin-

ordered communities from Australia to Siberia. But when the fighting was

over, kin-ordered communities could often find niches within the societies

that had taken so much from them. So, in a sense, they survived, and con-

tinue to the present day, preserving far more of their past than was possi-

ble for the peasant communities of the agrarian world. And the modern

world has much to learn from communities whose lifeways have lasted so

much longer than those of industrial capitalism.

The Destruction of Traditional Tributary Empires

Modern capitalism has also destroyed the larger political structures of the

era of agrarian civilizations. The great tributary empires that dominated

the era of agrarian civilizations vanished with remarkable swiftness. In 1793,
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when George Macartney was sent as ambassador by George III to ask for

equal diplomatic representation and trading rights in China, his request was

refused by the Qing emperor, Qianlong, who referred to England as a "re-

mote and inaccessible region, far across the spaces of ocean." However, the

emperor congratulated George III for his "submissive loyalty" in sending

"this tribute mission" and encouraged him to show obedience in the fu-

ture "so that you may enjoy the blessings of perpetual peace." 25 These were

the arrogant attitudes that Europeans themselves would display toward the

rest of the world a century later. At the time, they seemed perfectly real-

istic; after all, Europe produced little that China could not produce better

and more cheaply, so Europeans had to buy most Chinese goods in exchange

for silver.

Soon, however, British traders found something else that Chinese con-

sumers wanted: Indian-produced opium, a substance whose consumption

had been banned in China. At first trading illegally, in the 1840s British

traders, backed by gunboats, forced the Chinese government to allow this

new, if destructive, trade during the so-called Opium Wars. In 1839, the lo-

cal Chinese official at Guangzhou compelled British ships to surrender their

opium, and proceeded to destroy it. To Queen Victoria a Chinese official,

Lin Zexu, wrote: "We have heard that in your honourable country, the people

are not permitted to inhale the drug. If it is so regarded as deleterious, how
can seeking profit by exposing others to its malefic powers be reconciled with

the decrees of Heaven?" 26 Claiming that the real issue was free trade rather

than opium, the prime minister of England, Lord Palmerston, sent a fleet to

blockade Guangzhou, and it clashed with Chinese naval vessels. During the

next two years, British ships began to attack other ports. Eventually they

took control of the Yangtze cities from which Beijing itself was supplied along

the Grand Canal, forcing the Chinese to back down in 1842. Chinese mili-

tary and naval technology, which had changed little since the time of Marco

Polo, was no match for British equipment. The gulf in technologies and pro-

ductivity levels that industrialization had opened up caused the collapse of

the Chinese empire in the early twentieth century. By the end of the cen-

tury, there existed no political or economic structures that fit Eric Wolf's

model of "tributary states," even though such states had dominated the

world a mere two centuries before.

While the speed with which the ancient tributary empires collapsed was

one striking feature of the past two centuries, another has escaped general

notice: many characteristics of the traditional tributary world survived in

the great Communist empires of the twentieth century. 27 Communist gov-

ernments appeared in Russia and then in China, led by modernizing revo-
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lutionary movements. But their ideologies were as much anticapitalist as

antiautocratic. This feature helps explain their appeal to societies whose elites

felt acutely the insult of capitalism's assault on their traditional prestige and

culture. Stalin's radical rejection of capitalism during the collectivization

drive of the early 1930s meant that the Soviet Union had to compete with

the major industrial powers without enjoying the innovatory dynamism

of capitalism. Central control of economic and intellectual exchanges stifled

the commercial and intellectual transactions that are the lifeblood of cap-

italism, and censorship clogged the networks of collective learning that gen-

erated so many petty innovations in market economies. Maoist China fol-

lowed a similar course after 1949. Where market forces were banned, there

was little choice but to mobilize resources in more traditional ways, using

techniques of taxation and social and economic organization similar to those

of the great tributary empires—but with the addition of some twentieth-

century technologies, from telephones to tanks. Like traditional tributary

empires, the command economies of the Communist world were better at

mobilizing resources than at raising productivity. Recent estimates suggest

that improvements in efficiency levels can explain no more than 24 per-

cent and perhaps as little as 2 percent of the increases in output in the So-

viet Union during the first three Stalinist five-year plans. Most of the

achievements of the Soviet industrialization drive rested on a massive, and

highly coercive, mobilization of capital, raw materials, and labor. 28 Neither

the labor of the Soviet population nor its resources were spared in the gov-

ernment's determination to match the industrial and military might of its

capitalist rivals.

For a while—particularly in the 1930s, when the capitalist world itself was

in crisis, and again in the 1950s—it seemed as if these new, state-managed

structures might generate a dynamism to match that of capitalism. What
they lacked in entrepreneurial flair they made up for in systematic com-

mitment to high levels of education, in the introduction of modern tech-

nologies, and in the massive organizational capacity of powerful and ruth-

less states using modern technologies of communication. But in time their

innovatory sluggishness, the same quality that had slowed innovation

throughout the era of agrarian civilizations, ensured that they would fall

behind their capitalist rivals in productivity levels, in innovation, and even-

tually in military capability. The wasteful habits of the construction phase

proved hard to shake, and the Soviet command economy never managed

to shift from resource-intensive to resource-economizing forms of growth;

eventually, it ran out of resources. The collapse of the Soviet Union was,

as Mikhail Gorbachev understood, a failure to compete economically and
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technologically. Mobilizational capacity could not, in the long run, com-

pensate for sluggish innovation:

At some stage—this became particularly clear in the latter half of the

seventies—something happened that was at first sight inexplicable. The

country began to lose momentum. ... A kind of "braking mechanism"

affecting social and economic development formed. And all this hap-

pened at a time when scientific and technological revolution opened up

new prospects for economic and social progress. Something strange was

taking place: the huge fly-wheel of a powerful machine was revolving,

while either transmission from it to work places was skidding or drive

belts were too loose.

Analyzing the situation, we first discovered a slowing economic

growth. In the last fifteen years the national income growth rates had

declined by more than a half and by the beginning of the eighties had

fallen to a level close to economic stagnation. A country that was once

quickly closing on the world's advanced nations began to lose one po-

sition after another. Moreover, the gap in the efficiency of production,

quality of products, scientific and technological development, the pro-

duction of advanced technology, and the use of advanced techniques

began to widen, and not to our advantage. 29

Gorbachev's attempts to introduce a new dynamism by relaxing the grip of

the planners on the economy and society ended with the collapse of the en-

tire system. In the 1990s, Russia had to start rebuilding capitalism, almost

from scratch.

China has faced similar challenges, but it has taken a different route. Un-

der its surface, Communist China is becoming a capitalist society, using

methods that were not open to the Soviet leadership because the structures

and habits of capitalism were not eliminated as decisively in China as they

had been in the Soviet Union. The experiences of the Communist era sug-

gest that scrapping capitalism will not necessarily provide a solution to the

many problems that capitalism creates. The Communist societies of the

twentieth century could not match the productivity of their capitalist ri-

vals; but neither were they strikingly egalitarian.

Conflict

Not surprisingly, a world of such instability, in which gradients of inequal-

ity are steadily rising, has been ridden with conflict. The past hundred years

saw more violent conflict than any previous century in human history. The

scale of the human and material damage caused by war reflects the increased

"productivity" of armies and weapons in the modern era, as well as the in-

creased size of the armies and the populations at war. William Eckhardt has
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TABLE 14.6. WAR-RELATED DEATHS, 1500-1999

Years War Deaths (millions) Deaths per 1,000 People

1500-1599 1.6 3.2

1600-1699 6.1 11.2

1700-1799 7.0 9.7

1800-1899 19.4 16.2

1900-1999 109.7 44.4

sources: Lester R. Brown et al., State of the World, 1999: A Worldwatch Institute Report
on Progress toward a Sustainable Society (London: Earthscan Publications, 1999), p. 153; cit-

ing William Eckhardt, "War-Related Deaths Since 3000 bc," Bulletin of Peace Proposals 22 ,

no. 4 (December 1991): 437-43, and Ruth Leger Sivard, World Military and Social Expendi-
tures 1996 (Washington, D.C.: World Priorities, 1996).

roughly calculated that 3.7 million people died in war in the 1,500 years up
to 1500 ce. In the sixteenth century, he estimates that 1.6 million died in

war; in the seventeenth and eighteenth centuries, 6.1 million and 7.0 mil-

lion; and in the nineteenth century, 19.4 million. In the twentieth century,

war deaths reached 109.7 million, or almost three times the sum of all deaths

in the preceding 1,900 years (see table 14.6).
30 Deaths in the Second World

War alone reached 53.5 million. Equally spectacular were the casualties that

might have been suffered but were not, through the (fortunate?) avoidance

of nuclear war. But nuclear wars were prepared for. In 1986, there were al-

most 70,000 nuclear warheads, with a total explosive power equivalent to

18 billion tons ofTNT—3.6 tons for every individual on earth. 31
If they had

been used, these weapons would have caused a catastrophe similar in its scale

and many of its consequences to the extinction event at the end of the Cre-

taceous era, which destroyed most species of large dinosaurs.

Smaller wars have taken as great a toll as the world wars and the cold

war. Between 1900 and the mid-1980s there were some 275 different wars.32

Between 1945 and 2000, there were nine regional wars in which more than

1 million people died; and in these wars, civilian casualties exceeded mili-

tary casualties. The Korean and Vietnam Wars caused the deaths, respec-

tively, of 10 percent and 13 percent of national populations.33 Since the end

of the cold war, changes have occurred that may prove very significant in

the long run. In the 1990s, global military expenditures declined by perhaps

40 percent, and stocks of weapons of all kinds fell. (The "war on terrorism"

initiated after the attacks on New York and the Pentagon on September 11,

2001, may reverse this trend.) Warfare has become more localized and has
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increasingly taken place within states, or between states and guerrilla

armies of various kinds, a shift that implies a reduction in scale (though no

reduction in the horror for those involved). 34 These figures mark a shift in

the nature of warfare rather than a real reduction in the amount of violent

conflict. The tensions and dislocations of the hurricane of change affecting

the entire globe will ensure that conflict remains endemic, and modern

weaponry will ensure that local conflicts continue to cause great suffering.

CHANGES IN HUMAN RELATIONS WITH THE BIOSPHERE

The scale of human society and the extent of its productive (and destruc-

tive) capacity in the twentieth century have ensured that the Modern Rev-

olution has had an impact on the world environment that is no longer just

regional but is also global. This is why most significant indicators of the en-

vironmental impact of human populations "mimic the same exponential

curve over the past three centuries."
35

One rough measure of human environmental impacts arises out of at-

tempts to measure the changing energy requirements of human societies

(see table 6.1). These figures make clear that total human energy con-

sumption multiplied many more times in the twentieth century than in all

of previous human history. At the end of the twentieth century, the total

amount of energy consumed by humans may have been 60,000 to 90,000

times that used by humans early in the Neolithic era. As a result of these

changes, human societies became, in the twentieth century, a major force

acting on the entire biosphere. As we have seen already, estimates of the

distribution of global "net primary productivity" on the land suggest that

up to 25 percent, and perhaps as much as 40 percent, is being co-opted by

our own species (see p. 140).

Given that the resources of the biosphere are finite, human use of en-

ergy, resources, and space on this scale has inevitably reduced the resources

available for other species. Declining biodiversity is one unavoidable con-

sequence. Teamed up with domesticates and fellow travelers such as rabbits,

goats, and weeds, humans have reduced biodiversity by destroying or ap-

propriating the habitats of other species. In 1996, about 20 percent of all ver-

tebrate species were in significant danger of extinction. 36 As Richard Leakey

has argued, the scale of modern extinctions could prove similar in magni-

tude to the five other great extinction events known to paleontologists in

which at least 65 percent of all marine species vanished.37

Will there even be enough resources to support our own species at an

acceptable level? How easy will it be to feed 10 to 12 billion people in a

century's time? It is possible that new technologies, perhaps depending on
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genetic engineering, will ensure that food production continues to rise at

the rapid rates typical of the twentieth century. In the meantime, there is

good reason to think we may be approaching some critical limits. We feed

ourselves from croplands, grazing lands, and fisheries. The area of grazing

lands can hardly be increased much more, and much of the land available

is severely degraded. There is also general agreement that the harvest of

fish cannot be increased significantly. Meanwhile, the output of croplands

depends heavily on increased use of irrigation; since 1950, irrigated land

has risen from 94 to 260 million hectares, and now accounts for 40 per-

cent of all food production.38 Yet in many areas, the introduction of modern
diesel-powered water pumps has led to a fall in water tables, an outcome
suggesting that here, too, there is little room for expansion. Ecologically

speaking, what is happening is that underground stores of fresh water
that were built up over millions of years are being emptied in just a few
decades.

Overuse of resources measures one side of the human impact on the bio-

sphere; disposal of wastes is the other. Perhaps the most powerful illustra-

tion of the significance of human-generated pollutants is the possibility that

we may be fundamentally changing the earth's atmosphere. Lester Brown
argues that "while the Agricultural Revolution transformed the earth's sur-

face, the Industrial Revolution is transforming the earth's atmosphere." 39

The temperature at the surface of the earth depends on a precarious balance

between the amount of sunlight captured within the earth's atmosphere and

the amount released or reflected back into space. Mars, without a significant

atmosphere, retains little of the Sun's energy, so it is too cold for life. Venus,

with a greenhouse atmosphere dominated by carbon dioxide, is ca. 450°C,

too hot for life. The crucial factor (though not the only one) in determin-

ing how much of the Sun's energy is retained at the surface of our planet

is the amount of carbon dioxide in the atmosphere. During the last ice age,

average temperatures were ca. 9
0 lower than today, and levels of atmospheric

C02 were ca. 190-200 parts per million. By about 1800 ce, C02 levels had
risen to ca. 280 parts per million. At that point, the Industrial Revolution

began the massive exploitation of nonorganic fuels such as coal and oil, which
greatly increased the amount of CO, pumped into the atmosphere. Now CO,
levels have reached ca. 350 parts per million, or twice the levels during the

ice ages. By 2150 they could nearly double again, to between 550 and 600,

if present rates of emission continue. Carbon that was stored in trees and
then buried in the ground during many tens of millions of years in the Car-

boniferous era has been flung back into the atmosphere in just a few decades.

A part of the carbon cycle that normally runs on a timescale of many mil-
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lions of years has been accelerated by several orders of magnitude. Natural

processes simply cannot absorb carbon at these rates.

What this explosive release of carbon dioxide will mean in practice is not

clear. There is general agreement that it will lead to warming, and global

temperatures are already warmer than at the beginning of the twentieth

century. Warming may increase ecological productivity in some areas, but

it will certainly have a worldwide impact, whether benign or harmful. Av-

erage temperatures seem to have been rising for at least two decades, caus-

ing unusual periods of heat and dryness, as well as unusual weather pat-

terns. A temperature rise of 2-5°C (a modest estimate) by 2050 would be

the equivalent of the changes at the end of the last ice age. Sea levels will

go up as the volume of water expands, and ice caps will melt. This will have

tragic effects on low-lying areas: the island nations of the Pacific, the

Netherlands, Bangladesh, and elsewhere. Warming will also affect existing

species, including some that are vital for humans. Rice does not tolerate high

temperatures, so its productivity may decline as climates warm. 40

Perhaps the most worrying aspect of global warming is its unpre-

dictability. Climatologists know that climatic systems, like many other

chaotic systems, are subject to sudden, sharp changes. They may change

slowly and predictably for a time, then become unstable before switching,

quite abruptly, to a new state. The end of the last ice age may have marked

one such sudden shift. If the scale of warming today is on a similar scale,

we cannot rule out a sudden qualitative shift in global climates—possibly

occurring on the scale of a human lifetime.

Declining biodiversity and increased carbon emissions are among the two

most significant indicators of human impacts. Lester Brown, former project

director of the annual survey State of the World, writes that at the end of

the twentieth century, the most dangerous effects of human activity were

apparent in six different areas: fresh water, rangelands, oceanic fisheries,

forests, biological diversity, and global atmosphere.41 While the impact on

the last three is for most people indirect, and therefore easier to ignore, the

first three areas are affected more obviously, and in ways that appear to set

clear limits to our capacity to feed growing populations. Lack of access to

fresh water threatens the health of millions and hinders the potential

growth of irrigation agriculture. Moreover, the exploitation of fisheries and

rangelands appears to have reached its maximum level.
42

In a massive survey of the human impact on the environment published

at the beginning of the 1990s, Robert W. Kates, B. L. Turner II, and William C.

Clark make an interesting attempt to measure the extent of human envi-

ronmental impacts on several different scales. They take ten fundamental
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TABLE 14.7. HUMAN-INDUCED ENVIRONMENTAL CHANGE,

10,000 BCE TO THE MID-1980S CE

Form of Transformation Dates of Quartiles (compared to 1985 levels)

25% 50% 75%

Deforested area 1700 1850 1915

Terrestrial vertebrate diversity 1790 1880 1910

Water withdrawals 1925 1955 1975

Population size 1850 1950 1970

Carbon releases 1815 1920 1960

Sulfur releases 1940 1960 1970

Phosphorus releases 1955 1975 1980

Nitrogen releases 1970 1975 1980

Lead releases 1920 1950 1965

Carbon tetrachloride production 1950 1960 1970

source: Robert W. Kates, B. L. Turner II, and William C. Clark, "The Great Transformation,

"

in The Earth as Transformed by Human Action: Global and Regional Changes in the Bio-
sphere over the Past }oo Years, ed. B. L. Turner II et al. (Cambridge: Cambridge University
Press, 1990), p. 7.

’

measures of human effects on the environment, estimate the total impact
between 10,000 years ago and 1985 , then attempt to identify the dates when
each type of change attained 25 percent, then 50 percent, and finally 75 per-

cent of its 1985 level; their figures are presented in table 14 .7. The quickest

way of appreciating the significance of this table is to look at the dates at

which each type of impact reached 50 percent of its 1985 level. For seven of
these variables, more change occurred in the 40 years from 1945 to 1985
than had occurred in the previous 10,000 years .

43 As for the remaining three

variables— deforestation, rates of extinction of vertebrate species, and car-

bon release into the atmosphere—50 percent of all change has occurred since

the middle of the nineteenth century. Table 6.1 tells a similar story for hu-
man use of energy. Chronologically speaking, the twentieth century is a tiny

chunk of history, but the scale of the transformations it has witnessed dwarfs
all of previous human history.

In the course of the twentieth century, human beings caused changes so
decisive, so rapid, and so vast in their scale that they force us to see human
history, once again, as an integral part of the history of the biosphere. The
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statistics collected in this chapter give some impression of the scale and speed

of change. What they cannot do is give us any clear indications of its long-

term implications, creating instead the impression of something very large

moving at very high speed. And that, perhaps, is the most worrying aspect

of this brief survey of twentieth-century history—the fear that it is like a

traffic accident in slow motion. Can change continue to accelerate without

dangerous consequences for human society and the biosphere as a whole?

Or will the astonishing creativity that is the other side of the Modern Rev-

olution lead us toward a more stable and more sustainable relationship with

our natural environment? The next chapter, which considers possible fu-

tures at several different scales, will begin by considering these questions.

SUMMARY

The changes that occurred in the twentieth century are, by many measures,

greater than the changes that took place in all previous eras of human his-

tory. As the Modern Revolution hit its stride, productive capacity soared;

so, too, did living standards in the industrialized hub regions, as governments

and business began to see the material satisfaction of their own populations

as the key to a flourishing capitalist society. But outside the hub regions,

much of the impact of the Modern Revolution was destructive. Here, tra-

ditional lifeways, and the safeguards built into them, were largely destroyed,

as were the states that presided over them. The Communist states of the

mid-twentieth century sought to match the economic and military successes

of capitalist societies, while avoiding the inequalities inseparable from cap-

italism. But they succeeded neither in keeping up with their rivals nor in

creating societies that offered attractive alternatives. As spectacular as the

economic and technological changes of the twentieth century was the in-

creasing human impact on the biosphere, which escalated more rapidly than

in any other era. Early in the twenty-first century, human societies were

beginning to have a major effect on the entire biosphere, and evidence grew

stronger that humans were beginning to live beyond sustainable limits. The

acceleration in the pace and scale of change is perhaps the most striking and

(for contemporaries) the most frightening aspect of twentieth-century his-

tory. The scale of human impacts on the biosphere and on other humans is

now so great that the changes of the twentieth century will stand out on

the scale of planetary history.

FURTHER READING

J. R. McNeill, Something New under the Sun (2000), and E. J. Hobsbawm,

The Age of Extremes (1994) offer contrasting introductions: the first focusing
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on ecological issues, the second on more conventional historical themes.
Manuel Castells s The Information Age (3 vols., 1996—98) is an ambitious
attempt to theorize change in the late twentieth century. B. L. Turner II et

al., eds., The Earth as Transformed by Human Action (1990), attempts to

quantify the extent of human impacts on the environment, while the yearly
volumes of Lester Brown et al, State of the World (1984-), offer ecological

statistics. David Held et al., eds., Global Transformations (1999), offers a

thorough discussion of aspects of globalization; while the books by Paul Har-
rison, Inside the Third World (1981) and The Third Revolution (1992), pro-
vide many insights into the realities of life in the third world. Paul Kennedy's
Preparing for the Twenty-First Century (1994) looks at many long trends.
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FUTURES

This book started out examining very large structures and huge timescales.

But its focus has narrowed—first to a single planet, then to the history of

a single species, and finally to a single century in the history of that species.

Now we must move back up the temporal and spatial scales once more as

we look toward the future.

THINKING ABOUT THE FUTURE

We are all in a situation that resembles driving a fast vehicle at

night over unknown terrain that is rough, full of gullies, with

precipices not far off. Some kind of headlight, even a feeble and

flickering one, may help to avoid some of the worst disasters.

It may seem foolish to discuss the future. After all, the future really is un-

predictable.

It is not just that we don't know enough. Some nineteenth-century sci-

entists believed that reality was both deterministic and predictable. They

thought that if we knew enough about the position and motion of every-

thing around us, we could predict the future with great precision. It is now

clear that this is not so. Quantum physics shows that it is in the nature of

reality to be unpredictable. At the smallest levels, reality has something

fuzzy about it. There appears to be a limit to the precision with which we

can measure the movements of subatomic particles. It is as if they were in

some sense smeared out over space and time, so that the best we can do is

to estimate the probability of their being at a particular place at a particu-

lar time. This type of unpredictability is often described as chaos, because

chaos theory has shown that billions of tiny uncertainties can accumulate

through long chains of causation until, in the large-scale world that humans

467
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Figure 15.1. Earthrise as seen from the Moon. This famous photograph was
taken from Apollo 8 in December 1968. It has become a powerful symbol of our
growing awareness of human unity and fragility. William Anders, one of the three
astronauts on the mission, probably actually took the photograph. In a 1998 inter-
view, he said, "All of the views of the Earth from the moon have led the human
race, and its political leaders, and its environmental leaders, and its citizenry, [to]

realize that we're all jammed together on one really kind of dinky little planet,
and we d better treat it, and ourselves, better, or we're not gonna be here very
long." As Fred Spier has pointed out, the Earthrise photo also provides an ironic
symbol of the fragility of human maps of reality, for the accounts by the three
astronauts of who took the photograph, and when, are utterly contradictory (Fred
Spier, The Apollo 8 Earthrise Photo," 2000 <http://www.i20.uva.nl/inhoud/gig/
Apollo A2o8%2oUS.pdf> [accessed April 2003]). Photo courtesy of NASA.

occupy, they create considerable large-scale unpredictability. In the 1990s,
rigorous mathematical proofs found that chaotic behavior is more than a

matter of ignorance or imprecision: it is just the way things are. Even if

changes take place according to precise, deterministic rules, we can never
know the starting point of change with enough accuracy to forecast its fu-

ture course exactly. Thus, even if reality is deterministic, it need not be
predictable.

But there is a second kind of uncertainty. Understanding how a particu-

lar object works may not help us predict its behavior when it is combined
with other objects into a larger system. Interacting systems with different
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elements appear to function according to emergent rules that we cannot al-

ways deduce simply by knowing how their components work. Under-

standing hydrogen and oxygen does not tell us much about water, which is

formed by their chemical combination. 1 Ricard Sole and Brian Goodwin ob-

serve, "With chaos, it is sensitivity to initial conditions that makes the dy-

namics unpredictable. With emergent properties, it is the general inability

of observers to predict the behavior of nonlinear systems from an under-

standing of their parts and interactions." 2

We have seen both types of unpredictability at work in evolution and in

human history. Many possible futures are compatible with the same rules

of natural selection or cultural change. So change is always, to some degree,

open-ended. There really is a difference between past and future, which

makes prediction a dangerous game. Peter Stearns reminds us how danger-

ous it is by listing some of the more spectacular failed predictions made in

the United States in the twentieth century: "[Electronic impulses from a

supersonic alarm clock enter your brain directly to wake you up (1955); elec-

tronic brains will decide who marries whom, making more happy marriages

(1952); only 10 percent of the population will work, while the rest are paid

to be idle (1966 and recurrently); within a few decades, communicable dis-

eases and also heart disease will be wiped out (again, 1966, clearly a banner

year for optimistic technologists)." 3 For all these reasons, historians nor-

mally avoid considering the future entirely. R. G. Collingwood wrote,

sternly: "The historian's business is to know the past, not to know the fu-

ture, and whenever historians claim to be able to determine the future in

advance of its happening we may know with certainty that something has

gone wrong with their fundamental conception of history."4

Despite these cautions, we cannot entirely, avoid the challenge of trying

to predict. There are at least two types of situation in which we can and must

attempt forecasts. The first is when we are dealing with entities that change

slowly or simply. There are degrees of open-endedness, for even chaotic

processes will generally confine their unpredictability within limits. Thus

for some processes and at some scales, change is reasonably simple and fairly

easy to anticipate. These are the types of change that determinists once

thought were typical of all change. For example, chemists can normally fore-

see the exact result of mixing defined quantities of simple chemicals at par-

ticular temperatures. This does not mean that prediction is easy, but it is

sometimes possible if we take enough care about it. When firing a canon, it

matters greatly where the projectile lands; for a gunner, the mathematics of

ballistics is worth mastering, because it may make the difference between

winning and losing a battle. Deterministic thinking also works pretty well
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when change is slow. For such processes, the present moment appears to

stretch out, reaching well into what we think of as the future. The rise and
fall of a single breath may last only a second or two, but the rise and fall of
a mountain may take millions of years. So we can say with some confidence
that Mount Everest will be around in 1,000 years' time.

It is also worth thinking hard about the future when we are dealing with
complex processes whose outcomes matter to us and over which we have
some influence. Choosing which stocks to buy and which horse to back at

the races are good examples. These are not deterministic processes, so we
cannot predict them with the confidence of a gunner. But they are not to-

tally open-ended. If change is utterly random, it is a waste of energy to at-

tempt prediction; tossing a coin is as rational as any other way of making
decisions. But where there is even a slight element of predictability in sys-
tems that matter to us, it is worth thinking hard about what is going on

—

and such situations are all around us. In handling them, prediction becomes
a game of percentages. Those who carefully consider the variables involved
in these types of change may find, over time, that they predict with slightly

more success than those who make no effort. Some gamblers do make
money. In such situations, the effort put into prediction matters, and it mat-
ters profoundly. Animals constantly have to make predictions about the like-

lihood of, say, finding dangerous predators in a particular place. Those that

predict best will survive, and those that don't won't; in this way, skill in such
predicting eventually gets built into the genetic makeup of most species.

Choices whose outcomes matter even though they are neither determinis-
tic nor completely random surround us all the time. So it is not surprising
that in all human societies, entire professions have been based on the mak-
ing of such predictions—think of astrologers, stockbrokers, professional

gamblers, weather forecasters, or . .

.

politicians.

Making predictions of these two kinds, and making them as well as pos-
sible, is something living creatures do all the time, whether they are eagles
swooping for the kill or investors buying shares. Indeed, action is impossi-
ble without prediction. Properly understood, prediction is as inevitable as

breathing.

In thinking about the future at the scales of big history, we face both types
of prediction. This chapter will begin by discussing our near future, on a

scale of about one hundred years. At this scale, change is complex and un-
stable, but we have no reason to think it is totally random. Besides, we have
to predict at this scale because our predictions will affect our actions, and
our actions will help shape the lives of our children and grandchildren. So,
trying to predict the shape of the next century is a serious task. In the "mid-
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die future," a scale of several hundred to several thousand years, serious

prediction about the future of our species is almost impossible. We have lit-

tle influence over these scales, and there are too many possible futures. Our

ability to predict is so limited that it is not worth putting much effort into

the task. Yet when we shift to the remote future, to larger timescales and

larger objects, such as whole planets, or stars, or galaxies, or even the uni-

verse itself, prediction becomes easier again. This is because at these scales,

we are dealing with slower and more predictable types of change, so that

deterministic thinking comes into its own once more. Even here, there is no

certainty, but the range of possibilities narrows.

THE NEAR FUTURE: THE NEXT HUNDRED YEARS

"Things happened very slowly and we didn't notice them at first,"

Jean-Marie explained. "At the beginning of an illness, you don't

realize it can do you harm. It's only when you can no longer walk

that you realize you are really sick. When we saw that the land

was dying, we knew we had to do something. But we didn't know

what to do." [Jean-Marie Sawadogo, 55, head of a family living

near Ouagadougo, capital of Burkina Faso]

What we now call the plains of Pheleus [Plato's homeland in At-

tica], were once covered in rich soil, and there was abundant timber

on the mountains, of which traces may still be seen. Some of our

mountains at present will only support bees. But not so very long

ago trees fit for the roofs of vast buildings were felled there, and

the rafters are still in existence. There were also many other lofty

cultivated trees which provided unlimited fodder for beasts. The

soil got the benefit of the yearly "water from Zeus." This was not

lost, as it is today, by running off a barren ground to the sea. A
plentiful supply was received into the soil and stored up in the

layers of clay. The moisture absorbed in the higher regions per-

colated to the hollows, and so all quarters were lavishly provided

with springs and rivers. To this day the sanctuaries at their former

sources survive. By comparison with the original territory, what is

left now is like the skeleton of a body wasted by disease. The rich,

soft soil has been carried off. Only the bare framework of the dis-

trict is left.

The scale of a single century is strategic because it will be shaped by people

living today, and it will affect the lives of our children and grandchildren.

It is the scale we must consider if we want to pass the world on in good shape

to our heirs. Furthermore, the accelerating transformations of the twenti-

eth century make it socially and politically irresponsible not to consider fu-

tures on this scale, for things may change very fast. Besides, at this scale,
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political will and creativity may count for as much as prediction. Thus our
predictions may themselves shape the future. We must learn to step out-
side the modern creation story, and accept that we are the collective authors
of its next chapter.

But prediction at this scale is extremely difficult, more like forecasting
the weather than plotting the trajectory of a missile. To play this game of
percentages well, we must look first at the large trends we have considered
in earlier chapters, because these, like geological processes, are likely to con-
tinue at least some distance into the future. But we must also consider the
possibility that these trends may be changing direction, or could take sud-
den, random turns. And we need to be disciplined in our thinking, in order
to make our maps of the future as plausible as possible. The emerging dis-
cipline known as futurology, whose roots lie in attempts to forecast tech-
nological developments during the Second World War, has been dominated
by attempts to model futures with a focus on technologies, military out-
comes (as in Herman Kahn's i960 book, On Thermonuclear War), and eco-
logical impacts (as in the models of Donella Meadows and her colleagues at

the Massachusetts Institute of Technology, beginning with the 1972 volume
The Limits to Growth ).

5 But despite the sophistication of some of these mod-
els, those who construct them, from stockbrokers to meteorologists, know
that the best they can hope for is a slightly better percentage of right guesses
than their rivals. So, the basic rules of serious futurology are (a) look for
the large trends and analyze how they work, (b) construct models to sug-
gest how different trends may interact, and (c) be alert for countertrends or
other factors that might falsify or cut across the predictions suggested by
long trends and simple modeling. Beyond that, all we can do is prepare for
the likelihood that many of our predictions will fail . This may not seem much
of a claim for futurology, but it is better than doing nothing at all, just as
studying the form at a racetrack is better than tossing a coin. In the long
run, you will end up with more money if you study the form.

Some of the trends described in the previous chapter, including the ac-
celerating pace of change itself, are worrying. These anxieties have been cap-
tured well by Clive Ponting in his remarkable Green History of the World
(1992).

6 In the first chapter of that book, Ponting offers a striking parable
for human history as a whole, drawn from the history of one of the remotest
places on earth, Rapa Nui. That island lies in the Pacific Ocean, 3,500 kilo-

meters west of Chile; the nearest inhabited place is Pitcairn Island, 2,000
kilometers to the west. Rapa Nui is known to Westerners as Easter Island
because it was first encountered by Europeans on a Dutch ship. Arena, on
Easter Day, 1722. The crew of the Arena found about 3,000 people living on
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the island in poor reed huts or caves. They seemed to be engaged in almost

constant warfare over scarce food resources. All in all, it seemed a desper-

ately impoverished place. Yet the visitors also found more than 600 huge

stone statues, most more than 6 meters high. These were astonishingly el-

egant and beautifully carved, and many had heavy stone topknots (some

weighing 10 tons) resting on their heads. Carving, transporting, and setting

up these statues must have required considerable technical and managerial

sophistication, hut there was no sign of such skills among the Easter Islanders

of the eighteenth century. Moreover, it was hard to understand how such

an impoverished environment could have supported a society capable of such

monumental construction. In the eighteenth century, the islands had only

one species of wild tree and one wild shrub. (The wild tree went extinct in

the twentieth century, but was later reintroduced from specimens kept in a

botanical garden in Sweden.) The only source of animal foods appeared to

be chickens, as the inhabitants' lack of boats prevented them from fishing.

The puzzle of Easter Island has been partly unraveled using modern tech-

niques, such as the study of pollen remains, that can help archaeologists re-

construct ancient environments and landscapes. What has emerged is a sad

story. The occupation of Easter Island was one of the final phases in the set-

tlement of the Pacific, the fourth world zone of the Holocene era. (It is not

impossible that there was an earlier population, of South American origin,

but this remains unproven.) Easter Island was probably settled about 1,500

years ago by a boatload of twenty to thirty migrants from the Marquesas

Islands in what is today French Polynesia. The small size of Easter Island,

and its limited resources, ensured that colonizing it would not be easy. The

island is only 22.5 kilometers long and about 1 1 kilometers wide. There were

no indigenous mammals, and fish stocks in the waters around it were lim-

ited. The settlers brought chickens and rats with them; they soon found that

of the crops they were used to, such as yam, taro, banana, and coconut, only

one, the sweet potato, would really thrive there. So chicken and sweet po-

tato became the basis of their diet. The good news was that it didn't take

much effort to make a living from these basic foodstuffs. The island was well

forested, and there were fertile volcanic soils.

Over time, populations increased, and a number of separate villages

emerged, scattered across the island. Competition between the villages and

their chiefs may have taken the form of warfare, but it also took a recog-

nizably modern form: competitive monument building. From as early as

700 ce, villages began to erect large stone courtyards, or ahus, with stat-

ues on them. These may have been monuments to living or dead local lead-

ers, as some certainly contain tombs. Similar monuments can be found in
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many parts of Polynesia, but none as grand as those built on Easter Island.

As these societies flourished, material and political hierarchies developed,

and the managerial and technological skills of the islanders increased. Many
of the ahus appear to be aligned with the stars in ways that suggest de-

tailed astronomical knowledge, something to be expected of a people de-

scended from seafarers. The islanders may even have created a simple form
of writing.

The main puzzle for archaeologists was to figure out how the carvings

were transported and placed in position. The answer seems to be that they

were carried on rollers made from tree trunks. By about 500 years ago, the

population of the island had grown to perhaps 7,000 people, and competi-

tion between villages was fierce. The building and transportation of more
and more statues meant that more and more trees were cut down—until,

eventually, the last tree fell. Quite suddenly, the society collapsed. The
abruptness of the cataclysm is apparent from the presence in the island's

main quarry of unfinished statues, half carved from the volcanic rock. The
effects of deforestation were devastating, for wood was needed not just to

transport the statutes but also to build fishing boats and houses, to make
nets and cloth (from fibers of the paper mulberry tree), and to provide fuel

for cooking and heating. People could no longer fish, make cloth, or build

houses, so their diets became impoverished and they began to live in caves

or reed huts. Deforestation also led to erosion, reducing soil fertility and

crop yields. Chickens became the most important item in their diets, and

the population was reduced to the miserable strategy of building stone

chicken fortresses, which they defended in grotesque and bloody chicken

wars. Cannibalism sometimes made up for lack of animal protein. Political

structures broke down as the ceremonies surrounding statue construction

could no longer be carried out. Indeed, the old traditions died out so thor-

oughly that two centuries later, the inhabitants had little idea of the past of

their island or the significance of the statues. In short, population growth

and increasing consumption of resources, driven by political and economic

competition, led to sudden environmental and social collapse.

The most horrifying aspect of this story is that the islanders and their

leaders must have seen it coming. They must have known as they felled the

last trees that they were destroying their own future and that of their chil-

dren. And yet they cut the trees down. Does Rapa Nui provide an appro-

priate parable for thinking about the larger trajectory of human history?

After all, the creation of degraded environments after periods of rapid

change, whether caused by megafaunal extinctions in the Stone Age or

overirrigation in Mesopotamia in the third millennium bce or in the Mayan
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lands just over a thousand years ago, has been a recurring theme in human

history.

There are disturbing parallels between the trends described in the pre-

vious chapter and the history of Rapa Nui. As global inequalities increase,

resources are being consumed in ever-increasing amounts to sustain the vast

hierarchical structures of modern capitalist societies. Modern societies have

their own forms of competitive monument building. Resources, from fresh

water to timber, are being used faster than they can be replenished; and

wastes, from plastics to carbon emissions, are being disposed of faster than

they can be absorbed by natural ecological cycles. Yet populations continue

to increase, and politicians the world over argue that economic growth must

continue and even accelerate in order to alleviate the poverty of poorer coun-

tries and sustain the living standards of richer ones. But is growth really

sustainable? If existing consumption levels are already dangerous, then the

idea of a world in which the entire population consumes resources and pro-

duces wastes at the rate of the richer industrial nations is terrifying. Gandhi

understood the problem as early as 1928, when he wrote: "God forbid that

India should ever take to industrialism after the manner of the West. ... If

an entire nation of 300 million took to similar economic exploitation, it

would strip the world bare like locusts." 7 Nevertheless, capitalism, now the

dominant force in economic development, thrives on growth; and the po-

litical and business leaders who hold the greatest power today respond to

the demands of local constituencies with short-term plans and projects, as

did the statue-building chiefs of Rapa Nui. As on Rapa Nui, we appear in-

capable of stopping processes that threaten the future of our children and

grandchildren.

But perhaps we can do better than the Easter Islanders.
8 The most im-

portant reason for hope may be that collective learning now operates on a

larger scale and more efficiently than ever before. If there are solutions to

be found, both for humans and for the biosphere as a whole, the global in-

formation networks of modern humans can surely find them. These net-

works gave us the technologies that helped us mold the biosphere as we

wished, and modern, electronically driven networks of collective learning

have helped us understand the dangers of our increasing ecological power.

In broad terms, the challenge is clear. To avoid a global replay of the catas-

trophes that overtook Easter Island, we must find more sustainable ways of

living. We must use water, timber, energy, and raw materials at rates that

can be supported for centuries, not decades; and we must produce waste prod-

ucts only in amounts that can be absorbed safely so we do not damage the

environment and our fellow creatures. Can we do these things?
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If populations keep growing at the rates typical of the late twentieth cen-

tury, there is no hope. Here, though, we have reason for optimism, for global

rates of population growth appear to be slowing, not only in the more afflu-

ent countries but also in some of the world's poorer countries. The evidence

for this demographic transition is now very strong. For most of the agrar-

ian era, rates of population growth were governed by high birth rates and

death rates; these encouraged parents to have many children, because they

knew that some would die before adulthood. In the wealthier countries to-

day, population growth is governed by a very different regime, dominated

by lower death rates and birth rates and by improved welfare services. More
children survive, and people expect to live longer; but because children are

no longer the only source of support in old age, there is less need to have ba-

bies as a form of long-term insurance. The result is that birth rates have fallen,

and population growth has declined—in some countries, to zero. The rapid

population growth of recent decades and centuries was caused by a regime

halfway between these two extremes, in which death rates fell (because of

better medical care and increased food production), while birth rates re-

mained high. The key to stabilizing global populations in the next century

will be to reduce birth rates in the poorer countries, where they remain high-

est. The factors most likely to achieve this result are increased affluence,

urbanization, improved infant health, and increased education, particularly

of third world women (and particularly about contraception and health). In-

vestment in improving health care and women's education in poorer coun-

tries could have a dramatic impact on growth rates in the next few decades.

Birth rates are already falling sharply in many poorer countries, so it is likely

that sometime in the next century, global rates of population growth will

stabilize. By 1998, thirty-three countries had zero population growth. 9 The
most optimistic estimates suggest that global populations will stabilize at

about 9 to 10 billion. Feeding, clothing, and housing 3 or 4 billion more
people will be a huge challenge, particularly as most will be born in the coun-

tries least able to provide for them; but given the rapid increases in food

production in the twentieth century and the immense resources available

in the richer countries, it should not be impossible. The graph in figure 15.2

suggests one likely scenario for population growth over the next century,

in both richer and poorer countries.

Can consumption be similarly stabilized? To do so, we must take two cru-

cial steps, both of which have begun to be implemented in small ways. The
first is to shift from use of virgin resources to recycling. The second is to

rely more heavily on sustainable and nonpolluting energy supplies. The nec-

essary technologies already exist to exploit solar power, wind power, and fuel
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Figure 15.2. A modern "Malthusian cycle," 1750-2100? This graph includes

estimates of future population growth in both the developed and developing re-

gions of the world. Today, most demographers are agreed that the rapid growth

of the last two centuries will slow, and world populations should stabilize by the

year 2100. But, as this graph shows, for a time, growth will continue in those

regions least able to support larger populations. Adapted from Paul Kennedy,

Preparing for the Twenty-First Century (London: Fontana, 1994), p. 23.

cells powered by hydrogen, though in present global markets (which do not

factor in the environmental costs of different sources of energy) they can-

not compete commercially with the fossil fuels that still power the Mod-

ern Revolution. But technologies for the cheap exchange of information

are already with us as a result of the electronics revolution of the late twen-

tieth century. In principle, we have the technologies needed to build a sus-

tainable global economy without drastically reducing average living stan-

dards in the wealthier countries. But we may find, as in Rapa Nui, that the

most difficult problems turn out to be political and educational rather than

technological.

The political problems are indeed formidable. The political and business

leaders who have the greatest power to make decisions on such issues are

all accountable to particular regional or economic interest groups, and the

workings of the political process encourage them to think on timescales too

short to deal effectively with global ecological and social issues. They will

be supported in their resistance to change by the affluent populations of the

richer countries, for whom ecological crisis remains a distant and uncertain

threat rather than the catastrophe it already is in many poorer countries.
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Besides, capitalism itself seems to depend on continued growth for its ex-

istence. Does this mean that capitalism must be overthrown? Sadly, the

Communist revolutions of the twentieth century suggest that overthrow-

ing capitalism may be an extremely destructive project, and one that is not

in any case likely to create societies that are notably egalitarian or ecolog-

ically sensitive.

But politically, too, some indications are promising. One positive sign is

the rapid emergence of a new global awareness of ecological issues and their

interconnection with social and economic issues. Twenty years ago, few gov-

ernments had ministries that specialized in environmental issues—now
most governments take such issues seriously, and so do the electorates that

choose them. The "Earth Summit"—the United Nations Conference on En-

vironment and Development, held in Rio de Janeiro in 1992—was an im-
portant symbolic gesture toward sustainability, and it included a general

agreement that the richer countries would have to help the poorer coun-

tries to develop in ways that were "environmentally sound." For the first

time, an international agreement argued that growth must be balanced

against sustainability. Here, at least, was a rhetorical victory; a second con-

ference followed, ten years later, in Johannesburg.

There have also been some examples of international cooperation, par-

ticularly on issues on which it has been easier to achieve a broad consen-

sus. In the 1970s, evidence began to accumulate that the ozone layer was
thinning because of the use of chlorofluorocarbons (CFCs). 10 These were
used in refrigeration, in air-conditioning, and as cleaners and solvents. In

1977’ several developed nations urged UNEP (the United Nations Environ-

ment Program) to consider the issue, and a conference held that year

adopted a plan for global action. At that point, no one took the issue seri-

ously enough to act, in part because the scientific evidence remained am-
biguous. In the early 1980s, the United States, which accounted for 30 per-

cent of total emissions, took a leading position on reducing use of CFCs,

partly because substitutes were available, and partly because of internal pres-

sures from the emerging environmental lobby. But several other countries

—

including a number of countries in the European Community (EC), which

produced 45 percent of global output—argued against regulation. Several

developing countries, including China and India, also resisted regulation, as

they were planning on increasing their production of CFCs. Clearly, an in-

ternational agreement would be meaningless without the cooperation of

these major current or potential producers. Some poorer countries main-

tained that they would need international funding to help them move away
from dependence on CFCs. In the mid-1980s, the scientific evidence became
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clearer, and several "lead states" pushed for an international convention cou-

pled with specific, binding protocols on the issue. In 1985, the Vienna Con-

vention for the Protection of the Ozone Layer was signed, but it did little

more than require international monitoring of CFC emissions. Then, at

UNEP's Montreal conference in 1987, under pressure from the lead states

(including the United States), struggling with internal divisions, and facing

superb negotiators, the EC agreed to a 50 percent cut by 1999. The Mon-

treal Protocol on Substances That Deplete the Ozone Layer allowed devel-

oping countries to increase production for a time, but set caps on eventual

output. Unfortunately, a veto by the United States and Japan kept money

from being made available to help developing countries adjust. Within

months, however, new scientific discoveries, including the discovery of a

large hole in the ozone layer over the Antarctic, made the issue appear much

more urgent. By May 1989, eighty nations had come out in support of the

total elimination of CFCs by 2000. In 1990, a fund was created to help de-

veloping countries adjust, and thirty-two industrialized countries put about

$1 billion into it. There are still loopholes in these agreements, but on the

whole they have been extraordinarily successful. Production of CFCs fell

from ca. 1.1 million tons in 1986 to 160,000 tons in 1996, and there is evi-

dence that the hole in the ozone layer has started to shrink.

The international response to the ozone crisis shows that cooperation is

possible. Nations, like individuals, can sometimes work together to solve

common problems. And where evidence about the seriousness of a problem

is clear, cooperation can be organized quickly and efficiently, even if it threat-

ens some regional interests. The international mechanisms of cooperation

that exist are clumsy and cumbersome, but they may be able to do the job

in a crisis. The response to the thinning of the ozone layer is not the only

example of their effectiveness, as Lester Brown points out: "Air pollution in

Europe, for instance, has been reduced dramatically as a result of the 1979

treaty on transboundary air pollution. Global chlorofluorocarbon (CFC)

emissions have dropped 60 per cent from their peak in 1988 following the

1987 treaty on ozone depletion and its subsequent amendments. The killing

of elephants has plummeted in Africa because of the 1990 ban on commer-

cial trade in ivory under the Convention on International Trade in Endan-

gered Species of Wild Flora and Fauna." 11

But there is an even deeper problem. We have seen that capitalism is the

driving force of innovation in the modern world, and capitalist economies

depend on increasing production and sales. Is that growth incompatible with

sustainability ? The answer is unclear, but there are reasons for thinking that

capitalism may well manage to coexist with at least some of the early stages
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of a transition to sustainability. One is that capitalist economies need in-

creasing profits more than increasing production—and profits can be made
in many ways, some of which are compatible with a sustainable economy.
In principle, the recycling of resources or the sale of information and ser-

vices rather than goods can generate profits as effectively as the exploita-

tion of virgin resources. If governments were to start taxing unsustainable

production methods more harshly, investment would soon move into more
sustainable activities, where large profits could then be made. There is no
absolute contradiction between capitalism and sustainability. Markets can
be steered, as governments have known ever since John Maynard Keynes
made this point in the 1930s. And some of the most effective methods of

steering them include the use of taxes and subsidies to alter costs and di-

rect economic activity in new directions. As Brown has argued forcefully,

contemporary capitalism is ecologically destructive in part because it has no
way of accounting for ecological values. For example, modern accounting
methods cannot properly assess the services provided by forests in pre-

venting floods, absorbing excess carbon dioxide, preventing soil erosion, and
maintaining biodiversity. It is perfectly feasible, in principle, to use taxes

and subsidies to build these costs into economic transactions. Indeed, gov-
ernments routinely use these mechanisms today. An obvious example of
how they could steer markets in more sustainable directions would be to

introduce taxes on the use of fossil fuels—paid for, perhaps, by reductions

in income taxes. Such taxes could transform the current balance of profitabil-

ity between fossil fuels and less damaging energy sources such as wind power
and fuel cells, because in a market economy, price signals can rapidly trans-

form the behaviors of millions of consumers and producers.

But does the political will for taking such actions exist? For the answer
to be yes, two things must happen: ecological dangers must become ap-

parent to those who wield power in the modern world (governments can
respond rapidly to crises once there is no doubt about their seriousness and
magnitude), and popular attitudes, particularly in the richer countries, must
change. Attitudes are critical. The widespread belief that continued growth
in production is a good in itself poses one of the main barriers to reform.
Such a belief will persist as long as good living is conceived in the ways we
have been taught by consumer capitalism—as the never-ending consump-
tion of more and better material goods. Changing definitions of what makes
a good life may turn out to be one of the crucial steps toward a more sus-

tainable relationship with the environment.

The other major challenges are ethical and political. Are the huge in-

equalities of the modern world tolerable? Will they not generate conflicts
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that guarantee the eventual use of the destructive military technologies now
available to us? After all, the information networks of the modern world

can disseminate knowledge about the manufacture of nuclear and biolog-

ical weapons as well as about solar power cells. Thus it is a good bet that in

the next few decades, more nations will have access to destructive weapons,

and so will increasing numbers of guerrilla organizations such as al Qaeda

that see themselves as defenders of the dispossessed and disempowered.

Here, prediction is harder, because political changes are so dependent on

the decisions and actions of individuals. Will the governments of wealth-

ier countries decide that reducing global poverty can increase their own se-

curity? Perhaps forces less obvious but no less fundamental will encour-

age politicians to tackle the poverty of the world's poorest countries.

Capitalist economies need markets, and we have seen that consumer capi-

talism is distinguished from the system's earlier forms by levels of pro-

ductivity so high that it has to sell goods to its own workforce, to the sub-

ordinate classes that Marx called the proletariat. The same pressures will

surely lead, eventually, to a rise in the living standards of subordinate classes

in even the world's poorest countries. And in this way, as global capitalism

assumes less predatory forms, it may begin to raise living standards beyond

the industrialized heartland. Thus, if a maturing world capitalist system can

avoid the dangers of global overconsumption that Gandhi warned against,

there is hope that even if relative inequalities continue to grow, the mate-

rial living standards of subordinate classes in many other countries may be

raised in the next century, generating new markets and reducing global po-

litical and military conflicts. Such a course of action might reduce the more

abject forms of poverty, though inequality in general is bound to survive as

long as capitalism remains the dominant shaper of economic change.

If some of the ecological and political problems of the twentieth century

are genuinely addressed in this century, there is a chance that the gains of

the Modern Revolution will be passed on to future generations. If not, there

is a real danger that the Modern Revolution will spin out of control, caus-

ing military and ecological catastrophes that will leave our children and

grandchildren a world as degraded as Easter Island, but with its devastation

on a far larger scale.

THE MIDDLE FUTURE: THE NEXT CENTURIES AND MILLENNIA

When we think about more distant futures, say the next millennium or two,

the open-endedness of historical change defeats us. Peter Stearns rightly de-

scribes "millennial forecasting" as a "nonstarter." 12 At this scale, alterna-

tive futures proliferate so fast that anything we say can be little more than
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guesswork. Besides, at the millennial scale, unlike the hundred-year scale,

our capacity to shape the future also dwindles to insignificance, so we are

under less pressure to predict.

It is easy to imagine catastrophic scenarios brought about by nuclear or

biological warfare, or ecological disaster, or perhaps even a collision with a

large asteroid. If caused by human action, such endings to human history

might suggest that our species overreached itself, that what we think of to-

day as progress was, in fact, the beginning of the end. Icarus will then seem
the most appropriate metaphor for human ambition and creativity. It is al-

most as easy to imagine utopian scenarios, in which most of the modern
world's problems are overcome—in which humans learn to construct eco-

logically sustainable economies, inequalities between different groups and
regions have diminished significantly, and human technological prowess is

used to provide a majority of the world's population with a better life rather

than with more and more material goods. Such an outcome would vindi-

cate those who see human history as a story of progress.

But it is the in-between scenarios that are both most likely and most
difficult to imagine. The best we can do here is to consider some of the larger

trends shaping the modern world and assume that they will continue some
way into the future.

If current demographic trends are sustained for a century or more, pop-

ulation growth will grind to a halt; human population numbers will stabi-

lize or even decline, while average ages will rise. But another trend, tech-

nological innovation, shows no sign of slowing. There may well be eras of

technological stagnation in the future, as there have been in the past, but

the present burst of technological creativity seems set to continue, perhaps

for a few centuries more. Stable populations and accelerating innovation in

information technology, genetic engineering, and control of new energy

sources (possibly including hydrogen fusion) ought to mean that increased

productivity can be used not just to maintain minimum standards for ever-

greater numbers of people but to raise the real living standards of every-

one. Social and economic trends over the past 5,000 years offer little hope

for a significant reduction in economic and political inequality. On the con-

trary, they suggest that gradients of wealth will get steeper, and the differ-

ence between the weakest and the most powerful will grow. But, as we have

seen, the evolution of consumer capitalism during the past century indi-

cates that the living standards of those at the bottom of these gradients may
rise, if only because the poor are numerous enough to provide valuable mar-
kets for capitalist economies whose search for new consumers will become
more frantic as populations stabilize while productivity keeps rising.
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If environmental constraints do not bring the capitalist world system

crashing down—if, instead, it manages to find new markets by selling to the

poor as well as the rich, by seeking profits in ecologically sustainable pro-

duction, and by trading more in services and information than in materials

—

then we can envisage further transformations generated by technologies we
can only glimpse at present. Biotechnology may create new ways of feed-

ing, clothing, and equipping a world of 10 to 12 billion people. It may also

enable more and more of them to live longer and healthier lives. Nano-

technology and new, faster microchips may surround us with intelligent ro-

bots of all sizes, some of which may behave in ways that are hard to distin-

guish from human intelligence. Meanwhile, new energy sources should

increase the energy available to us. Finally, the space technologies envisioned

by the Russian schoolteacher Konstantin Tsiolkovsky, which enabled the first

human to leave Earth on 12 April 1961 and the first human to land on an-

other heavenly body on 21 July 1969, will surely lead, eventually, to a new
migratory phase in human history. In this phase, the networked world of

today will be torn apart once more into separate regional webs. What makes

such ideas more than science fiction is the knowledge that 500 years ago, no

one had any idea of the speed and significance of the changes that would

transform North America, a region of foragers and small-scale farming so-

cieties, into today's superpower.

Colonization of other worlds may begin with the industrial exploitation

of the Moon, nearby planets, and asteroids. It will continue with the plant-

ing of settlements on planets within our solar system. Both the industrial

exploitation of asteroids and the initial colonization of Mars may be feasi-

ble within a century. More speculative (and more complex ethically) are plans

for the "terraforming" of Mars—that is, the modification of Mars's at-

mosphere and temperature to make it habitable for humans and other liv-

ing organisms from Earth. 13 Several plans of this kind already exist, though

the changes they envisage could take a thousand years to complete. If they

succeed, humans will have learned how to "domesticate" entire planets as

they once domesticated large herbivores. Should humans start migrating

from their home planet in larger numbers, the human history described so

far in this book will eventually appear as merely the first chapter in a his-

tory, most of which will take place beyond the earth. In some ways, migra-

tions to other planets will be reminiscent of the great migrations of the Stone

Age that took members of our species into new environments within Africa,

and then into the undiscovered lands of Australia, Siberia, and the Ameri-

cas. Or perhaps a better analogy is with the great sea voyages that colonized

the Pacific. But surviving beyond our earth will require all the technologi-
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cal ingenuity humans can muster. Migrants of the future will have to cre-

ate entirely new ways of living, probably in totally artificial environments.

And, like the Easter Islanders, they will not always succeed. Even on our

nearest celestial neighbor, the Moon, they will live in a barren desert, en-

during horrifying temperature extremes under a totally black sky.

Travel beyond our solar system is a different proposition, because of the

huge distances involved and Einstein's rule that nothing can travel faster than

light.
14 Light takes more than 4 years to travel to the nearest star, Proxima

Centauri, while it takes almost 30,000 years to travel to the center of our

own galaxy. And at present, we have no idea how to build a spaceship that

could travel merely one-tenth of the speed of light, the lowest speed com-

patible with return journeys shorter than a human lifetime. As yet, even the

most optimistic proposals do not envisage the making of such journeys for

a few more centuries. Journeys of colonization, taken by travelers who, like

Polynesian colonists, do not expect to return home, may be more realistic.

These could rely on larger, slower spacecraft that would take hundreds of

years to reach their destinations. Unlike Polynesian ships, "space arks" could

become permanent homes, more comfortable and more attractive than any

planets they might stumble across (see figure 15.3). Instead of traveling the

universe as we do today, aboard naturally created planets whose movements

we cannot control, humans of the future may travel in artificial planets that

they can steer. In that case, the human future will lie not in the colonization

of thousands of other planets but in the creation of thousands, even millions,

of space arks, which periodically dip down to nearby planets to replenish

stocks of fuel and raw materials. It has been estimated that successive waves

of interstellar colonizers, traveling at relatively low speeds, could take a hun-

dred million years to reach the most distant parts of our own galaxy; our ex-

isting knowledge barely enables us to begin to visualize journeys to other

galaxies. But even space arks will not be built in the near future.

If humans do begin to travel beyond our solar system, there may again

emerge a human society broken into separate worlds, like the many soci-

eties of the Pacific, each with its own distinctive history, for contact will be

intermittent and slow. According to Arthur C. Clarke, "The finite velocity

of light will, inevitably, divide the human race once more into scattered com-

munities, sundered by barriers of space and time. We will be one with our

remote ancestors, who lived in a world of immense and often insuperable

distances, for we are moving out into a universe vaster than all their

dreams." 15
If the separation lasts for long enough, the networks that have

linked humans for most of their history will fray. The cultural networks will

snap first, but then the genetic links that define modern humans as a single
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Figure 15.3. A possible design for a space colony: a future for humans in the

cosmos? Is this how a majority of humans will live in two or three centuries

from now? Will humans repeat the epic migrations of the Paleolithic era, but

now on the scale of the solar system, or even in interstellar space? This illustra-

tion is based on ideas for a space colony to explore the solar system developed by

the Princeton physicist Gerard K. O'Neill in the 1970s and 1980s. Each cylinder

would be up to 30 kilometers long, and could contain populations of thousands,

or hundreds of thousands, of people. Each of the three strips ("countries"?) would

enjoy daylight for one-third of the colony's "day." Adapted from Nikos Prantzos,

Our Cosmic Future: Humanity's Fate in the University (Cambridge: Cambridge

University Press, 2000), p. 42.

species will thin and at some points break. Humans, like the finches of the

Galapagos Islands, will start to evolve into innumerable separate and di-

verging species, each adjusted to a particular local environment.

Evolutionary change is unavoidable, whether or not humans colonize

other worlds. Few mammal species last more than a few million years with-

out evolving into new species. Humans count as a young species, with a po-

tential future of hundreds of thousands or perhaps even a few million years.

But modern genetic technologies may soon enable humans to start con-

sciously manipulating their own genetic makeup. With the decoding of the

human genome at the end of the twentieth century, we already know the
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blueprint on which humans are constructed, even if we do not yet under-

stand all the intricate ways in which different parts of that blueprint inter-

act with each other. It is thus likely that in the next few centuries, humans
will begin to engineer their own bodies, without waiting for the slower

processes of natural selection to do their work. 16 Will it make sense any

longer to think of these people as us or as our descendants?

And will these descendants ever meet other intelligent, networked beings ?

There are good reasons to think they will not, at least not within our own
galaxy. Observations of planets orbiting nearby stars and discoveries of living

organisms in what were once thought to be impossibly harsh environments

—

in volcanic vents in the sea, and frozen deep within rocks—both suggest that

life may be common, at least where stars and planets exist. Moreover, the

speed with which the first life-forms appeared on Earth indicates that life can

form rapidly where the conditions are right. But intelligent life-forms that

can share information as humans do may be extraordinarily rare. It took 4
billion years to evolve networked, large-brained creatures on this earth, and

that was a chancy business and could easily have taken longer; the evolu-

tionary pathways leading to large brains seem to be extraordinarily narrow.

There thus is no certainty that anything like our species would evolve even

after huge periods of time. Besides, if intelligent, information-sharing crea-

tures were common, the absence of any clear evidence for their existence

would be puzzling. On a visit to Los Alamos in 1950, the physicist Enrico

Fermi put this argument in the form of a simple question: "But where are

they?" If such species were common, then there should be many intelligent,

networked communities with technologies much more advanced than ours,

and we should have come across signals of some kind from some of them. 17

If humans ever reach planets near other stars, they may find, like Polynesian

travelers who made their way across the Pacific, that there are no other crea-

tures as complex or technologically sophisticated as themselves.

But at this point we are moving into pure speculation, as is inevitable

when we make any guesses about the nature of human societies in a thou-

sand years' time. We can remind ourselves how speculative such ideas may
be by remembering that the dinosaurs, as a group, appeared to be flourish-

ing before they were destroyed in a geological instant by an asteroid im-

pact 65 million years ago.

THE REMOTE FUTURE: THE FUTURE OF THE SOLAR SYSTEM,

THE GALAXY, AND THE UNIVERSE

Oddly, the obscurity lifts at the largest scales, for astronomers deal with larger

but simpler object? than historians, objects that change very slowly over huge
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time periods. Astronomers are confident that they have a good idea of what

is in store for planets and stars, and even for the universe itself.

The ultimate fate of the biosphere will be determined by the evolution

of the earth and its sun. Though these are large systems, they are simpler

than the biosphere or human society, so their future evolution is more pre-

dictable. Our sun is about halfway through its life cycle, giving it another

4 billion or so years to live. But life on Earth will die out well before the

Sun dies. As it ages, the Sun will heat up until eventually the surface of Earth

begins to heat up, too. The biosphere may evolve in ways that slow the im-

pact of these changes, but eventually those organisms still living on Earth

will run out of options. In 3 billion years' time, Earth will receive as much
heat from the Sun as Venus does today; the oceans will boil, and their steam

will contribute to massive global warming. Earth will become uninhabit-

able. 18 Eventually, it will be as barren as the Moon is today.

When the Sun burns up all its hydrogen, it will become unstable. It will

eject material from its outer layers, and its inner core, freed from the pres-

sure of these outer layers, will expand until it reaches where the earth is

now. However, the Sun's reduced mass and gravitational pull will allow the

earth to drift out to a more distant orbit, 60 million kilometers away. Nikos

Prantzos describes the resulting view from Earth: "If an observer could sur-

vive the fiery furnace on its surface, at temperatures approaching 2000° C,

he or she would see a sight worthy of Dante's inferno. The Sun's disk would

occupy more than three quarters of the sky." 19
If anyone is watching as the

Sun engulfs our earth, they may be visitors from farther out in the solar

system; for a time, the moons of Jupiter and Saturn, such as Titan and Eu-

ropa, may become habitable. Then the Sun will shrink once more, as it starts

to burn helium in its core, but only for about 100 million years. When it

runs out of helium, it will flare up again and start manufacturing oxygen

and carbon. At this stage, even the outer planets will become uninhabitable.

Then, the furnaces at the center of the Sun will finally die down and it will

shrink into a white dwarf: an extremely dense, brilliantly hot mass of ma-

terial that, because it has no internal heat engine, will gradually cool and

darken during an afterlife lasting many times longer than its fusion phase.

The hundreds of billions of stars in the Milky Way will not notice its

passing—though perhaps they should, for it will offer a small portent of

the galaxy's distant future. About 90 percent of the material from which

stars can be manufactured has already been used, so the era of star forma-

tion is drawing to a close. In just a few tens of billions of years from now,

star formation will cease; then, when the surviving stars start dying, the

lights will dim and begin to go out. In a cold, dark universe, energy gradi-
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ents will no longer be steep enough to create complex entities; the universe

will become simpler and simpler, and the second law of thermodynamics
will assert its bleak authority more and more effectively. But this will not

happen quickly, and not without reverses: the smaller stars, like remnants
of a once-powerful guerrilla army, will live for many times the age of the

existing universe. Then, a few thousand billion years from now, even they

will shut down, and the universe will be dark again, as it was in its early

days. But now it will be like a huge cosmic junkyard, full of cold, dark ob-

jects such as brown dwarfs, dead planets, asteroids, neutron stars, and black

holes. 20

And what will happen next ? We do not know for sure, but we know some
of the likely scripts. The future depends largely on the balance between ex-

pansion, which drives the universe apart, and the force of gravity, which
draws it together. If there is enough mass/energy to slow the expansion of

the universe to a halt, then, after perhaps a few thousand billion years, the

universe must start contracting. The contraction phase will not be a mere
reversal of the expansion phase, as some once believed. It was even supposed

at one time that "big crunches" might be followed by new big bangs, in a

scenario of bouncing universes that some saw as a modern version of cycli-

cal cosmologies, such as those of the Maya. 21 Such ideas encouraged as-

tronomers to attempt a detailed census of the amount of matter/energy in

the universe. At first it seemed that there was far too little matter to halt

the expansion of the universe, but it gradually became clear that there is a

huge amount of matter or energy that we cannot see. And, as various indi-

rect methods were used to estimate the amount of dark matter, it began to

appear that gravity and expansion were extraordinarily finely balanced, mak-
ing the universe's ultimate fate uncertain. In the late 1990s, however, the

discovery of so-called vacuum energy offered a resolution to these debates

—

in part because the vacuum energy could itself account for much of the miss-

ing matter/energy, and in part because it seemed to guarantee that the ex-

pansion of the universe would not slow but would instead increase, for

vacuum energy appears to be gently accelerating the rate at which the uni-

verse expands.

Currently, most astrophysicists believe that the universe will keep ex-

panding forever. It is, in their jargon, "open" rather than "closed." As it gets

bigger, the spaces between galaxies will increase, and the universe will get

simpler, colder, and lonelier in an infinitely slow diminuendo. The good times

will be over for good. With the reduction in temperature difference between
hot and cold objects, entropy will increase, making the formation of com-
plex entities increasingly difficult, though the continued expansion of the
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universe will ensure that it never reaches a state of perfect thermodynamic

equilibrium. As the universe ages, light will come only from rare flare-ups,

as cold lumps of matter collide randomly to form a few new stars. These

lonely beacons of light will find themselves in a colossal galactic graveyard,

surrounded by billions of stellar corpses. Gravitational forces will push some

of the corpses out into empty space, where each will endure a lonely pur-

gatory as it travels farther and farther away from anything else, until finally

it perishes in its own private universe. Those star corpses that stay within

the former galaxies will be pulled together by gravity until they merge into

huge galactic black holes. Any matter left outside them will also begin to

decay if (as some modern theories suggest) even protons are not forever.

From perhaps io30 years after the big bang onward, the universe will be a

dark, cold place, filled only with black holes and stray subatomic particles

that wander light-years apart from each other.

But as Stephen Hawking showed in the early 1970s, even black holes lose

energy, and over unimaginable periods of time they, too, will disappear. Their

deaths by quantum evaporation will last billions of times longer than all

the eras that passed before, so long that each billion years will count as no

more than a single grain of sand on an earthly beach (see table 15.1). On
these scales, according to Prantzos, the 1030 years before black holes began

to dominate the universe "will look even shorter than the Planck time does

for us today!" 22 What will the dying black holes leave behind? Very little:

Paul Davies imagines "an inconceivably dilute soup of photons, neutrinos,

and a dwindling number of electrons and positrons, all slowly moving far-

ther and farther apart. As far as we know, no further basic physical processes

would ever happen. No significant event would occur to interrupt the bleak

sterility of a universe that has run its course yet still faces eternal life

—

perhaps eternal death would be a better description." 23

To an imaginary observer watching the death agony of the last black

holes, the few billion years considered in this book will seem like a dazzling

flash of creativity at the beginning of time, a split second in which huge and

chaotic energies challenged the second law of thermodynamics and conjured

up the menagerie of exotic and complex entities that make up our world. In

that fleeting springtime, before it cooled and darkened, the universe was

bursting with creativity. And in at least one obscure galaxy, there appeared

a networked, intelligent species capable of contemplating the universe as a

whole and of reconstructing much of its past.
24

It is tempting to think that this flash of creativity was laid on for

humans—the ultimate justification, perhaps, for the universe's creation from

nothing. Modern science offers no good reason for believing in such an-
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TABLE 15.1. A CHRONOLOGY OF THE COSMIC FUTURE IN AN OPEN UNIVERSE

Time Since Big Bang

(years) Significant Events

10u Most stars are dead; the universe is dominated by cold objects,

black dwarfs, neutron stars, dead planets/asteroids, and stellar

black holes; surviving matter is isolated as universe keeps

expanding.

1Q20 Many objects have drifted away from galaxies; those remaining

have collapsed into galactic black holes.

1032 Protons have largely decayed, leaving a universe of energy,

leptons, and black holes.

1066-10106
Stellar and galactic black holes evaporate.

2Q1500 Through quantum "tunneling," remaining matter is transformed

into iron.

10i°76 Remaining matter is transformed into neutronic matter, then into

black holes, which evaporate.

source: Adapted from Nikos Prantzos, Our Cosmic Future: Humanity's Fate in the Uni-
verse (Cambridge: Cambridge University Press, 2000), p. 263.

thropocentrism. Instead, it seems, we are one of the more exotic creations

of a universe in the most youthful, exuberant, and productive phase of a

very long life. Though we no longer see ourselves as the center of the uni-

verse or the ultimate reason for its existence, this may still be grandeur

enough for many of us.

SUMMARY

Predicting the future is a chancy business, because the universe is inher-

ently unpredictable. But in some situations we have to try. It is worth think-

ing hard about the next century, because what we do today may have a

significant impact on the lives of those who live a century from now. If our

predictions are not too far from the mark, and we act intelligently in the

light of those predictions, we may be able to avoid disaster. Such disasters

could take several forms, including severe ecological degradation and mili-

tary conflicts generated by growing inequalities in access to resources. The
two issues are linked; and, with intelligent management, it may be possible

to steer the world toward a more sustainable relationship with the envi-

ronment and create a global economy that raises the living conditions of

the poor, even if it remains biased toward the wealthy. On scales of several
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centuries, the possibilities multiply so rapidly that it is hardly worth the ef-

fort of trying to make predictions. But there are large trends, particularly

in technology, that may hint at some plausible futures. Humans may mi-

grate to planets or moons within the solar system, and perhaps even far-

ther afield; and they may learn to control genetic processes with great pre-

cision. But any particular predictions could, of course, be derailed by

unexpected crises, whether caused by humans or by geological or astro-

nomical phenomena such as asteroid impacts. At cosmological scales, our

predictions become more confident once again. The Sun and our solar sys-

tem will die within 4 billion years, but the universe will survive much longer.

Recent evidence suggests that the expansion of the universe will continue

forever. If this is so, then we can use contemporary understanding of funda-

mental physical and astronomical processes to describe how, as the universe

keeps expanding, it will also decay. From the standpoint of an inconceivably

distant future, when the universe contains no more than a depressingly thin

sprinkling of photons and subatomic particles, the 13 billion years covered

in this book will seem like a brief, exuberant springtime.

FURTHER READING

Peter Stearns, Millennium III, Century XXI (1996), discusses the history of

futurology; and Yorick Blumenfeld, ed.. Scanning the Future (1999), brings

together some essays on futurology. In Signs of Life (2000), Ricard Sole and

Brian Goodwin offer a good discussion of the problems of prediction and

the nature of unpredictability. On the ecological future, some of the most

accessible works are Lester Brown, Eco-Economy (2001) (though it has been

subjected to a tough statistical critique in Bjorn Lomborg, The Skeptical En-

vironmentalist [2001]), and Paul Kennedy, Preparing for the Twenty-First

Century (1994). The middle future is best represented in works of fiction.

Brian Stableford and David Langford's The Third Millennium (1985) is a

fascinating and moderately optimistic "history" of the next thousand years,

while Walter Miller's A Canticle for Leibowitz (1959), written at the height

of the cold war, portrays a future in which human creativity and rational-

ity lead only to periodic nuclear holocausts. On even larger scales, science

comes into its own again. Nikos Prantzos, Our Cosmic Future (2000), dis-

cusses possibilities for space travel, and also explores the most remote cos-

mological futures, as does Paul Davies, The Last Three Minutes (1995).
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DATING TECHNIQUES, CHRONOLOGIES, AND TIMELINES

At the core of the modern creation myth, as in any story, there is a time-

line. How was the modern timeline constructed? And how can we begin to

understand its many different scales?

CONSTRUCTING A MODERN TIMELINE

One of the most astonishing features of the modern creation story is that

it confidently describes events that happened billions of years before hu-

mans existed. Many of these chronological details have come into focus only

in the past few decades, so the timeline behind the story told in this book

is, in many parts, very recent. How was it constructed?

Where written records exist, dating is not a great problem, and modern

historians have relied mainly on written records to construct their accounts

of the past. But things are different when we deal with larger time spans

not covered by written records. Even fifty years ago, attempts to construct

such timelines would have been vastly more difficult than they are today.

Until the middle of the twentieth century, it seemed that precise knowledge

of the distant past was impossible. We might be able to determine the rel-

ative order of events (such as the sequence in which particular rocks had

been laid down), but there seemed no way of determining absolute dates.

In the Christian world, the Bible was regarded as a primary source for

ancient dates until as late as the nineteenth century. Estimates for the mo-

ment of creation were established by adding up the dates of all the genera-

tions listed in the Bible. Such calculations suggested that God had made the

Earth about 6,000 years ago. In the seventeenth century, as noted in chap-

ter 1, one British scholar concluded that humans had been created at 9:00 am

on 23 October 4004 bce. But even in the seventeenth century, some schol-
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ars with an interest in geology realized that the earth had to be older than

that. For example, they became aware that fossil objects found high in moun-
tain regions seemed to be the remains of ancient fish, which suggested that

the mountains they were in must have risen up from sea level. Such

changes, the scholars thought, must have taken longer than 6,000 years. By
the nineteenth century, geologists were getting used to the idea of much
larger timescales, and they were growing very skilled at identifying rela-

tive dates. They could tell which layer of rock had been laid down first, knowl-

edge that in turn enabled them to put fossils in sequence to describe the

rough stages of evolutionary history. But there seemed to be no precise way
of determining absolute dates. One influential attempt to fix the age of the

earth was that of William Thompson (Lord Kelvin). He argued in the 1860s

that the earth had existed for less than 100 million years, and perhaps as lit-

tle as 20 million years, based on his assumption that the earth and Sun had

once been molten balls of matter that had cooled to their present tempera-

tures. To estimate their age, Lord Kelvin calculated how long this cooling

would have taken. He was wrong, because he did not understand the role

of radioactivity, which maintained the internal heat of both bodies (though

in different ways). Indeed, it was an understanding of radioactivity that even-

tually made it possible to determine precise absolute dates for the modern
creation story. 1

Radiometric dating techniques exploit a feature of all radioactive mate-

rials, including many isotopes of normally stable chemicals, such as carbon. 2

Many radioactive elements contain large numbers of protons and neutrons

in the nuclei of their atoms. Because protons have a positive charge, they

repel each other electrically; the more of them there are crammed into a sin-

gle nuclei, the greater the repulsive force. Eventually, these repulsive forces

can weaken the strong nuclear forces that hold nuclei together; for this rea-

son, large nuclei tend to be more fragile than small nuclei. But even smaller

nuclei can be unstable in certain configurations. Periodically, the nuclei of

radioactive elements just start falling apart. They eject small numbers of

protons and neutrons, and sometimes a single electron or positron; in so do-

ing, they turn into different elements. This process, known as radioactive

decay, continues until the original material has been transmuted, step by

radioactive step, into a stable element, such as lead. Such decay occurs with

great statistical regularity; though we can never predict when a particular

nucleus will break down (just as we can never predict the outcome of a par-

ticular coin toss), we can be very precise about the behavior of large num-
bers of radioactive events. Thus we can estimate how rapidly large amounts
of material will decay. This rate is normally calculated in half-lives. For ex-
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ample, the half-life of uranium 238 (the most common isotope of uranium)

is ca. 4.5 billion years, or slightly less than the age of the earth. This means

that if we start with a newly formed lump of uranium 238 (created, per-

haps, in a supernova), after 4.5 billion years about half of it will have bro-

ken down into other elements. (The fact that so much of the uranium on

Earth appears to be about 4.56 billion years old is one reason for thinking

that a supernova exploded in our part of the galaxy just before our solar

system formed.) The half-lives of radioactive elements vary greatly. For ex-

ample, the half-life of carbon 14 (a rare isotope of carbon) is 5,715 years,

which is why archaeologists use it to date events that occurred up to ca.

40,000 years ago. 3 For earlier dates, too little of the original carbon 14 is left

for accurate analysis, leading to anomalous results; so other methods have

to be used.

The statistical regularity of radioactive decay enables us to calculate when

a particular lump of matter containing radioactive material was formed. By

using such techniques, we can say, for example, that the earth was formed

4.56 billion years ago, or that the Cambrian era lasted from about 570 to

510 million years ago. The technical details are complex, but the general prin-

ciple is simple enough. If you take a lump of radioactive material, you can

measure what proportion of it has broken down into other elements, and

from that figure you can calculate how long the lump has existed. There is

always a certain amount of unreliability in these calculations, but even the

degree of reliability can be estimated with some precision. The principles of

radiometric dating were first developed in the United States by Willard

Libby, in the 1950s. Since that time, the techniques have been improved

greatly. As a result, since the mid-twentieth century, archaeologists, geol-

ogists, paleontologists, and astronomers have been able to calculate precise

absolute dates for many major events in the remote past of our planet and

solar system. Radiometric dating techniques provide many of the more im-

portant dates for the modern timeline.

Molecular dating is a more recent technique, developed first in the 1980s;

it is used mainly to determine the evolutionary distance between two re-

lated species (see chapter 6). It works by comparing similar genetic mate-

rial (such as DNA) from two organisms and then estimating the difference

between the two samples. The calculation of many estimates of this kind

has shown that much genetic change is statistically random; thus, like the

breakdown of radioactive materials, it can function as a sort of clock. Sci-

entists first used molecular clocks to determine when the human and ape

lines diverged, and they came up with the scandalously short result of ca. 5

to 7 million years ago. The rapid acceptance of this date by paleontologists
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greatly enhanced the credibility of the technique, which is now used to date

many other important processes, such as the date of human migrations to

different parts of the world.

The big bang poses its own chronological problems. Edwin Hubble
showed that the universe was expanding, and he also showed that it was
possible, in principle, to calculate the rate of expansion. To undertake this

calculation, he first had to determine the distance between galaxies and the

rate at which they were moving apart. Neither task is easy, and the prob-

lem is further complicated because the rate of expansion has probably

changed over time, influenced by gravity or perhaps (as recent studies sug-

gest) by some form of "vacuum energy." Hubble's first attempt to calculate

the rate of expansion (the Hubble constant) suggested that the universe was
only 2 billion years old—clearly an impossible figure, as Earth itself was
thought to be at least 4.5 billion years old. Modern estimates put the ori-

gin of the universe at about 13 billion years ago. This date is (just) consis-

tent with dates for the oldest known stars (about 12 billion years old), and
with the absence of any older radiometric dates. The most recent studies,

based on evidence released in 2003 using the Wilkinson Microwave Aniso-

tropy Probe (WMAP), give the extraordinarily precise date of 13.7 billion

years ago for the big bang. The same studies suggest that the first stars lit

up a mere 200 million years later, so it is no surprise that the estimated ages

of the oldest stars have sometimes seemed dangerously close to estimates

for the age of the universe itself.

UNDERSTANDING LARGE TIMESCALES

Grasping the scales of the modern creation myth is extremely difficult for

those not used to dealing with large timescales. But this is not a problem

unique to the modern creation story. Some Hindu and Buddhist chronolo-

gies of the universe's history are even more extravagant than those of mod-
ern science.

Suppose, O Monks—the Buddha once told his followers—there

was a huge rock of one solid mass, one mile long, one mile wide, one
mile high, without split or flaw. And at the end of every hundred
years a man should come and rub against it once with a silken cloth.

Then that huge rock would wear off and disappear quicker than a

world-period [kalpa]. But of such world-periods, O Monks, many
have passed away, many hundreds, many thousands, many hundred
thousands.4

To really grasp the scale of the modern creation myth, we need to make a

similar imaginative effort. This appendix includes several timelines that may
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help the reader become more familiar with the different timescales of the

modern creation story.

The earliest parts of the book figure dates in relation to the present. Thus,

the universe was probably created about 13 billion years ago, and the earth

about 4.6 billion years ago, while the earliest evidence for multicellular or-

ganisms appears about 600 million years ago, and the earliest skeletal evi-

dence for the existence of hominines (the bipedal primates from which mod-

ern humans are descended) appears about 4 million years ago (though recent

finds are pushing these dates back to about 6 million years). As we approach

the era of human history, we use this system more formally, adopting the

archaeologists' terminology of dates bp (before the present). Strictly speak-

ing, such dates, if based on radiometric dating techniques, are calculated "be-

fore 1950." For all dates after ca. 5,000 years ago (from chapter 9 on, gen-

erally speaking), I use the more familiar system of bce (before the common

era) and ce (common era), which are equivalent to the traditional Christian

dating system of bc and ad. To translate from dates bp into dates bce, sim-

ply subtract 2,000 years. Thus, 5000 bp is equivalent to 3000 bce.

What follows is a brief summary of the modern story of creation, and

three different chronologies that may help the reader keep track of the book's

vast chronological scale. Scattered through the book are eight timelines at

different scales, which may also help familiarize the reader with the multi-

ple timescales of this story.

The Core Story

What follows is just one possible attempt to summarize the story told in

the rest of this book.

Thirteen billion (13,000,000,000) years ago there was nothing. There

wasn't even emptiness. Time did not exist, nor did space. In this nothing,

there occurred an explosion, and within a split second, something did exist.

The early universe was fantastically hot— a searing cloud of energy and mat-

ter, much hotter than the interior of a sun. For a trillionth of a second it ex-

panded faster than the speed of light, growing from the size of an atom to

the size of a galaxy. Then the rate of expansion slowed, but the universe has

continued expanding to the present day. As the early universe expanded, its

temperature dropped. After about 300,000 years, it was cool enough for

atoms of hydrogen and helium to form. Within about a billion years, huge

clouds of hydrogen and helium began to gather and then collapse in on them-

selves under the pressure of gravity. As the center of these clouds heated

up, atoms fused together violently like vast hydrogen bombs, and the first

stars lit up. Hundreds of billions of stars appeared, gathered in the huge com-



498 APPENDIX 1

munities we call galaxies. The early universe consisted of little more than

hydrogen and helium, but inside stars, and in the violent death agonies of

large stars, new elements were created. And over time, more complex ele-

ments began to appear in interstellar space. Our own sun was formed about

4.5 billion years ago from a cloud of gas and matter that contained many of

these new elements, in addition to hydrogen and helium. The planets of our

solar system were formed at the same time as the Sun, from the debris left

over from the Sun's creation.

The early earth was a dangerous place, bombarded by meteorites and so

hot that much of it was molten. Over a billion years, however, it began to

cool, and as it did so, water rained down on its surface to create the first seas.

By 3.5 billion years ago, complex chemical reactions, probably taking place

around deep-sea volcanoes, had created simple forms of life. Over the next

3.5 billion years, these simple, single-cell organisms became more and more
diverse, evolving through natural selection. Quite early, some learned to ex-

tract energy from sunlight through the process of photosynthesis. As other

organisms began to feed on the photosynthesizers, sunlight became the main
"battery" of life on earth. Powered by the Sun, living organisms spread

through the seas and eventually over the land, creating an interconnected

web of life that had a profound impact on the atmosphere, the land, and the

sea. From about 600 million years ago, there began to appear larger orga-

nisms, each made up of billions of individual cells. A mere 250,000 years

ago, our own species appeared, having evolved from apelike ancestors

through the same unpredictable processes of natural selection.

Though they evolved in the same way as other animals, humans turned

out to be unusually good at extracting resources from the environment.

Their advantage lay in their ability to share information and ideas with a

precision that no other animal could match. And over time, their shared

knowledge accumulated, enabling each generation to build on the knowl-

edge of earlier generations. The number of humans grew as they learned

how to live in more and more diverse environments, first in Africa; then

in Eurasia, Australia, and the Americas; and eventually in the myriad is-

lands of the Pacific. These global migrations took many tens of thousands

of years. Eventually, beginning a mere ten thousand years ago, humans in

some parts of the world began to manipulate their environments so suc-

cessfully that they could produce ever greater amounts of food from a given

area of land. Using the technologies we refer to as agriculture, they began

to settle down in small village communities. As populations grew, the num-
ber and size of villages also grew until the first large cities appeared, about

5,000 years ago. These large, dense settlements required new and complex
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forms of regulation to prevent disputes and coordinate the activities of

many people living at close quarters. In this way there appeared the first

states, groups of powerful individuals capable of regulating the activities

of the community as a whole. Conflict appeared both within and between

communities, as different groups competed for resources and power. But

as communities also exchanged information, the technological resources

available to humanity as a whole continued to accumulate. Over several

thousand years, the size, the reach, and the populations of societies with

states expanded, until eventually most humans were living within state-

based societies with cities and some form of agriculture. As their numbers

and technological skills grew, so did their impact on the biosphere—the

community of other organisms on earth. In some regions, the impact of

human activities such as irrigation or deforestation proved so damaging

that the local environment could no longer support large human popula-

tions, and entire civilizations collapsed.

As technologies of communication and transportation improved, more

and more communities came into contact with each other. About 500 years

ago, for the first time, these changes connected human communities in all

parts of the world. For many communities this coming together was disas-

trous; it brought conquest, disease, and exploitation, sometimes of the most

brutal kind. But the merging of regional communities also helped trigger

new technological breakthroughs that could now be shared throughout the

world. In the past two centuries, new technologies, beginning with the har-

nessing of steam power, have given human societies access to the vast sources

of energy locked up in fossil fuels such as coal and oil. Human populations

have grown more rapidly than ever before, and the problems of adminis-

tering these huge communities, and coping with conflicts between them,

have demanded the creation of even more powerful and complex state sys-

tems. Today, human numbers are so great, and the impact of humans on the

biosphere is so significant, that we are in real danger of doing serious dam-

age to the environment that is our home. Such damage could lead to a global

collapse of human civilizations and have devastating effects on other orga-

nisms as well. At the same time, the ability of humans to share knowledge

is now greater than ever before, and it may be that new technologies and

new ways of organizing human societies will enable us to avoid the dangers

created by our ecological virtuosity.

A Chronology for the Whole of Time

The first chronology gives a list of (approximate) dates. These cover some

of the fundamental changes and transitions dealt with in the text.
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History of the Universe before Our Sun (from 13 Billion Years to 4.5 Billion

Years Ago)

ca. 13,000,000,000 (13 billion) years ago: The big bang, the origin

of the universe; the universe expands to the size of a galaxy; many
vital events occur during the next few seconds; protons and electrons

appear in the first second.

• ca. 300,000 years later: The universe has cooled to about a few thou-

sand degrees Celsius, and electrons are captured by protons to form
the first (electrically neutral) atoms, of hydrogen and helium; cosmic
background radiation (CBR) is released as the universe becomes elec-

trically neutral (the detection of CBR in 1964 led to general acceptance

of the big bang theory of the origins of the universe).

• ca. 1,000,000,000 (1 billion) years after the big bang: The first stars

light up as hydrogen atoms begin to fuse into helium atoms at the

center of huge clouds of gas, under the pressure of gravity; billions

of stars cluster into galaxies; new elements form in the interior of stars

(all elements up to iron, with 26 protons) or in the vast explosions

of dying stars known as supernovae (elements up to uranium, with

92 protons).

• ca. 4,600,000,000 (4.6 billion) years ago: The Sun, Earth, and solar sys-

tem form from clouds of stardust containing the debris of older stars.

History of Earth and Life on Earth (from 4.5 Billion Years Ago)

• ca. 3,500,000,000 (3.5 billion) years ago: The first living organisms
on earth appear; DNA is the basis of reproduction, and still present in

every cell of every living thing (it reproduces by making almost perfect

copies of itself; change and evolution are possible because the copies are

not absolutely perfect, and when imperfect copies manage to survive,

their descendants eventually form new species); early life consists of

prokaryotes, little more than strands of DNA floating inside a protec-

tive container, or cell; photosynthesizing cells use the energy of sun-
light and produce oxygen.

• ca. 2,500,000,000 (2.5 billion) years ago: Free oxygen, produced by
photosynthesizing organisms, begins to change the earth's atmosphere.

• ca. 1,500,000,000 (1.5 billion) years ago: The first complex cells or eu-

karyotes appear, which have nuclei containing DNA and complex inter-

nal organelles (all complex life-forms evolve from eukaryotes); groups
of cells start clustering together into large colonies to form the first

multicelled creatures; with sexual reproduction, in which two not quite

identical organisms swap their DNA to form a new creature, different

from either parent, the pace of change accelerates.

• ca. 600,000,000 (600 million) years ago: The first fossils of larger, multi-

cellular creatures appear during the Cambrian era; formation of an
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ozone layer, from oxygen high up in the atmosphere, makes it easier

for life to evolve on land, as it shields the surface from the harmful

ultraviolet rays of the Sun, but not from its warmth and light; life

spreads to the land and air, as well as multiplying and diversifying

within the seas.

• ca. 65,000,000 (65 million) years ago: The extinction of the dinosaurs

occurs, probably as the result of an asteroid impact, whose effects were

similar to those of a nuclear war; mammals begin to replace dinosaurs

as dominant large land animals; the first primates appear, tree-dwelling

mammals with larger brains, dexterous hands, and stereoscopic vision.

The Paleolithic Era of Human History (from ca. 7 million to ca. io,oooYears

Ago)

• ca. 7,000,000 (7 million) years ago: The first hominines evolve from

apes, distinguished by bipedalism.

• ca. 4,000,000 (4 million) years ago: Australopithecines emerge.

• ca. 2-1.5 million years ago: Homo habilis, the first member of our

genus, appears.

• ca. 1.8 million years ago: Homo ergaster/erectus develops.

• ca. 1 million years ago: Members of the species Homo erectus migrate

to southern parts of Eurasia.

• ca. 250,000 years ago: The appearance of the first modern humans,

probably with fully developed language: Homo sapiens.

• ca. 100,000 years ago: Modern humans move into the Near East, where

they probably encounter Neanderthals.

• ca. 60,000 years ago: The first colonization of Sahul /Australia by mod-

ern humans.

• ca. 25,000 years ago: Modern humans move into Siberia; Neanderthals,

the only remaining nonhuman hominines, become extinct.

• ca. 13,000 years ago: The first clear evidence of colonization of the

Americas, across the Bering Straits.

The Holocene Era of Human History (the Past 10,000 Years)

• ca. 10,000-5,000 years ago: The last ice age ends; intensive foraging

technologies, some sedentary societies appear, along with early forms of

agriculture; populations begin to grow rapidly; there are early signs of

complexity and hierarchy, as large communities require new, more

complex forms of organization.

• ca. 5,000 years ago: The first cities, states, and agrarian civilizations

emerge; powerful elites control resources through tribute-taking; these

elites organize warfare, large-scale worship, and monument building;

writing is invented; agrarian civilizations spread and become the most

populous and powerful of human communities.
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The Modern Era (the Past 500 Years-the Future)

• ca. 500 years ago: Afro-Eurasia and the Americas come together,

forming the largest "world zones" on earth; the first global system
of exchange is created.

• ca. 200 years ago: The first capitalist societies emerge in western

Europe; the Industrial Revolution exploits fossil fuels; there is huge
increase in the power, wealth, and influence of European states; Euro-

pean imperialism dominates the globe.

• ca. 100 years ago: The Industrial Revolution begins to spread more
widely; conflict breaks out between leading capitalist states; a commu-
nist backlash occurs.

• ca. 50 years ago: The first use of a nuclear weapon takes place (hu-

mans learn to use the explosive power present at the origin of the

universe, and are in danger of destroying themselves and the rest

of the biosphere).

• ca. 4-5,000 million years into the future: The Sun begins to die.

• Many billions of years further into the future: The universe will decay

into a state of featureless equilibrium.

Thirteen Billion Years in Thirteen Years

The second chronology also covers 13 billion years. However, it collapses

the timescales of modern cosmology by a factor of one billion, reducing 13

billion years to 13 years. Doing this may make it easier to grasp the crucial

differences between different types of timescale.

History of the Universe before Our Sun: From 13 to ca. 4.5 Years Ago

• The big bang occurs ca, 13 years ago.

• The first stars and galaxies appear by about 12 years ago.

• The Sun and solar system form about 4.5 years ago.

History of Earth and Life on Earth: From 4 Years to ca. 3 Weeks Ago

• The first living organisms appear about 4 years ago.

• The first multicelled organisms appear about 7 months ago.

• Pangaea forms about 3 months ago.

• Dinosaurs are driven to extinction after a meteor impact about 3 weeks
ago; mammals flourish.

The Paleolithic Era of Human History: From 3 Days Ago to 6 Minutes Ago

• First hominines evolve in Africa about 3 days ago.

• First Homo sapiens evolve about 50 minutes ago in Africa.

• First humans reach Papua New Guinea/Australia about 26 minutes ago.
• First humans reach Americas about 6 minutes ago.
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The Holocene Era of Human History: From 6 Minutes Ago to 15 Seconds

Ago

First agricultural communities flourish about 5 minutes ago.

• First literate urban civilizations appear about 3 minutes ago.

• Classical civilizations of China, Persia, India, and the Mediterranean

and the first agrarian civilizations in Americas emerge about 1 minute

ago.

• Mongol Empire briefly unites much of Eurasia about 24 seconds ago;

Black Death.

The Modern Era: The Past 15 Seconds

• Human communities are linked into a single "world system" about

15 seconds ago.

• The Industrial Revolution occurs about 6 seconds ago.

• Industrial Revolution spreads to Europe about 6 seconds ago.

• The First World War is fought about 2 seconds ago.

• Human populations reach 5, then 6 billion; the first atomic weapons are

used; humans walk on the Moon; and the electronic revolution occurs,

all within the last second.

So, at the end of 13 years, the universe would have existed for 13 years,

and the earth for fewer than 5. Complex, multicelled organisms would have

existed for about 7 months, hominines for a mere 3 days, and our own

species, Homo sapiens, for a mere 50 minutes. Agricultural societies would

have existed for only 5 minutes, and the entire recorded history of civiliza-

tion for 3 minutes. The modern industrial civilizations that dominate the

world today would have existed for 6 seconds.

The Geological Timescale

The third chronology will be familiar to students of geology. It is the geo-

logical timescale. You will undoubtedly come across references to it, so it is

worth getting used to its main features. Table Ai presents one, highly sim-

plified version. Don't worry too much if the dates seem to vary slightly from

version to version; it's the large picture that matters.
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TABLE A1. THE GEOLOGICAL TIMESCALE

Geological Era Period

Starting Date

(years bp) Major Events

Hadean 4.6 billion Formation of solar system; Moon;

Archean 4.0 billion

meltdown and "differentiation,"

oldest rocks, early atmosphere

Earliest life; Prokaryota

Proterozoic 2.5 billion Increasing oxygen; Eukaryota

Ediacaran 590 million Earliest multicelled organisms

Paleozoic Cambrian 570 million Earliest organisms with shells

Ordovician 510 million First corals, vertebrates

Silurian 439 million First bony fishes, first trees

Devonian 409 million First sharks, amphibians

Carboniferous 363 million First reptiles, winged insects;

Permian 290 million

coal formation

Mass extinctions

Mesozoic Triassic 250 million First dinosaurs, lizards, mammals

Jurassic 208 million First birds

Cretaceous 146 million First flowering plants, marsupials

Cenozoic Paleocene 65 million Asteroid impact; dinosaur
(Tertiary)

Eocene 57 million

extinction, radiation of mammals,
flowering plants; first primates

First apes

Oligocene 36 million Early hominoids

Miocene 23 million Separation of hominid and ape lines

Pliocene 5.2 million Australopithecines, Homo habilis

(Quaternary) Pleistocene 1.6 million Homo erectus, modern humans

Holocene 10,000 Post-Ice Age human history
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CHAOS AND ORDER

In this appendix, I will argue that there are objects that recur at all the dif-

ferent scales discussed in this book. Though not essential to understanding

the book's argument, the appendix may clarify some details and may help

the reader see more clearly some of the links between different parts of the

modern creation story.

Of all the patterns that occur at many different scales, the most funda-

mental is the existence of pattern itself .

1 Wherever we look, we see orga-

nized structures, or regimes. We don't see unrelated bits and pieces, like a

sort of cosmic static; patterns that are too simple and repetitive also tend to

fade into the background. What we notice are complex patterns that com-

bine structure and diversity. These are the patterns that stand out against a

background of disorder or extreme simplicity, and that have histories. If there

are general rules of historical change, they concern the ways in which these

patterns are created and evolve.

We see complex structures in part because we are built to see complex

structures. All living organisms have to map their environment in order to

survive. They have to be able to detect seasonal changes, the movements of

the Sun and Moon, the movements of prey and predators. Thus they have

to be pattern detectors, tracking how the bits and pieces of their environ-

ment fall into larger and more predictable shapes. Humans, too, are con-

stantly distinguishing between those parts of the environment that have

structure and those that do not. We are necessarily more interested in the

stars than in the vast reaches of near-empty space that lie between them.

We have also learned how to track many patterns that are not immediately

accessible to our senses, such as the patterns of deep time. Order and chaos

shape all our attempts to understand our world.
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But the patterns we detect are really there, and their existence is one of

the great puzzles of the universe. Why is there order of any kind? And what
rules allow the creation and evolution of ordered structures? Creating dis-

order seems to be much easier than creating order. Think of a pack of cards.

Shuffled randomly, it will rarely produce an ordered sequence— say, an or-

dered run of thirteen hearts. And if it does, that sequence will vanish after

a few more shuffles. But when we study the universe as a whole, we find

complex and durable patterns at many different scales, from clusters of galax-

ies stretching over millions of light-years, to the complex social structures

of human history, to the even more durable patterns that lock quarks into

the subatomic particles we call protons and neutrons.

Many religions solve the problem of explaining these complex and

durable patterns by claiming that complex entities such as ourselves were

created by an intelligent creator or deity. For modern science this can be no

solution, for it merely raises the further problem of how such a deity might

have been created. Can we explain complexity without introducing a hy-

pothesis that begs so many more questions? At present, no entirely satis-

factory answers to these questions exist; the following paragraphs can

merely hint at some modern approaches to a solution.

One thing is immediately clear: creating and maintaining patterns re-

quires work. A pack of cards has many more disordered than ordered states,

so most shuffles will yield a disordered state. The universe seems to work
similarly, with a natural tendency toward disorder and chaos. Creating and

sustaining patterns means working against this apparently universal ten-

dency toward disorder; it means helping unlikely things to happen and keep

happening.

Understanding patterns therefore means understanding how energy

does work. In the nineteenth century, studies of the efficiency with which
energy was used in steam engines led the French engineer Sadi Carnot to

the conclusion that energy never vanishes; it simply changes the forms in

which it exists. Thus as heat is used to generate steam, whose pressure can

generate the mechanical energy of a steam engine, energy itself seems to

be conserved. The law of the conservation of energy is often called the first

law of thermodynamics. The second law of thermodynamics seems, at first

sight, to contradict the first: it says that in a closed system (which the uni-

verse seems to be), the amount of free energy, or energy capable of doing

work, tends to dissipate over time. A waterfall can drive a turbine because

the water at its top has been lifted to higher levels, and the energy used to

lift it (supplied by the Sun, which evaporated water vapor and lifted it into
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the clouds) is returned as water falls toward the sea. By the time the water

has reached the sea, it can no longer do work, because all the water at sea

level has about the same amount of available energy; it is in a state of ther-

modynamic equilibrium. Usable or free energy, energy that can do work,

requires a gradient, a slope, some form of difference. The second law pre-

dicts that over colossal periods of time, and in a closed system, all differen-

tials will diminish; as they do so, there will be ever-diminishing amounts

of free energy available to do the hard work of creating and sustaining com-

plex entities. This seems to mean that the whole universe will eventually

become less and less ordered as it tends toward a state of thermodynamic

equilibrium. In the nineteenth century, this depressing idea was described

as the "heat death" of the universe. A German scientist, Rudolf Clausius,

labeled the steadily increasing pile of unusable energy entropy. In the very

long run, it seems, entropy must increase, and complexity must diminish.2

In the end, everything must become background noise. The second law ap-

parently implies that everything in the universe is riding down the same

escalator toward chaos.

These ideas are fundamental to modern physics, but they raise two deep

problems. First, how is order possible at all? Why do we not find ourselves

in a universe of total disorder, in which the second law has fulfilled its deadly

mission? Did the universe start out with a stock of free energy on which all

ordered entities have drawn ever since? If so, where did that energy capital

come from and how long will it be before it runs out? Something (or some-

one?) must have done some heavy lifting in the early days of the universe

to create the gradients and differences that create and sustain the patterns

we see around us.
3
If it was not a creator god who did this work, then how

was it done? The ultimate source of free energy (and therefore of order) re-

mains one of the great puzzles of modern cosmology, because, as far as we
can tell, the early universe was remarkably homogenous.

That early universe was apparently dense and incredibly hot, in a state

of thermodynamic equilibrium. But as it expanded it cooled, and as it cooled,

its symmetry was broken. The first differences appeared, and the first gra-

dients of temperature and pressure. At first, there seemed little distinction

between forces such as electricity and gravity. They all appeared to blend

together in the violent energies of a universe that was nearly infinitely hot

and infinitely dense. As it expanded and cooled, however, the different fun-

damental forces each assumed its own particular form. For example, before

about 300,000 years after the big bang, the electromagnetic force was too

weak to bind electrons and protons together into atoms. But after that time,
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the universe was cool enough for electricity to begin sculpting the atomic

structures studied in modern physics and chemistry. At this point, matter

and energy also became quite distinct.

As the universe expanded, tiny initial differences multiplied, and each of

these forces began to operate in distinctive ways. Gravity operated at large

scales, and shaped the large structures of the universe. Because matter was
slow moving and heavy, it could be herded together by gravity more easily

than energy, which was light and fast moving. So, as energy and matter sep-

arated, gravity got to work shaping matter into large, complex structures,

while energy, for the most part, escaped its influence, except in extreme re-

gions such as areas near black holes. First, gravity gathered hydrogen and

helium into huge clouds. Then it began to squeeze each cloud into smaller

and smaller spaces, until pressure and temperature built up, particularly at

the center. When the cores reached about 10 million degrees, fusion reac-

tions began, and stars lit up. The fusion reactions at the center of all stars

counterbalanced the crushing force of gravity, negotiating a sort of cosmic

truce that is the foundation of every star. Once created, stars provided sta-

ble, long-lived energy differentials, which offered durable stores of free en-

ergy, or negentropy. Stars created stable hot spots, dotted throughout the

cooling early universe like raisins in a dough. Today, the cosmic background

radiation is just a few degrees above absolute zero—this is the base tem-

perature of the universe. But at their centers, stars must have enormously
high temperatures for fusion to start—and in large stars, they can rise much
higher than 10 million degrees. In the regions near these hot points, com-
plex entities could begin to form, exploiting the huge temperature differ-

entials between stars and surrounding space, just as early life on Earth

formed around volcanic vents deep in the sea. As Paul Davies puts it: "Mat-
ter and energy in far-from-equilibrium open systems have a propensity to

seek out higher and higher levels of organization and complexity."4

On Earth, the temperature differential between our sun and surround-

ing space provides the free energy needed to create most forms of complexity,

including ourselves; energies created early in the history of our solar sys-

tem drive the internal heat battery of Earth, which drives plate tectonics.

These differentials enable energy to flow, and energy flows make patterns

possible. And given enough time, the mere possibility of pattern makes it

likely that patterns of many different kinds will eventually appear.

According to this line of argument, the expansion of the universe, which

allowed the early universe to cool and diversify, is the ultimate source of all

temperature and pressure differentials, and therefore of the free energy

needed to create order. We can put this argument slightly differently. At its
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moment of origin, the universe was so small and so homogenous that there

were few possible disordered states; it was like a pack of cards with just one

card. Expansion created a larger space and new possibilities for disorder, and

these possibilities multiplied as the universe kept expanding. As a general

rule, the larger a system, the greater the possible entropy; just as, to con-

tinue the analogy, a larger pack of cards increases the number of possible

disordered states .

5 Thus, while the second law of thermodynamics suggests

that entropy will always increase, the expansion of the universe seems to

ensure that there will always be more steps inserted on the path down the

thermodynamic escalator toward the state of complete disorder that lies at

the bottom. Whatever caused the universe to expand is also in some sense

the source of order and pattern.

After the first problem—explaining how order of any kind is possible

—

is addressed, the second problem remains. How did complex entities emerge,

and, once they had emerged, how did they sustain themselves long enough

to be noticed by us (or to be us) ? Paradoxically, the tendency toward in-

creasing entropy—the drive toward disorder—may itself be the engine that

creates order. It creates order on the way to creating disorder. Poetically, we

can think of the steady increase in entropy as an attempt by the universe

to return to its initial state of thermodynamic equilibrium; many creation

myths similarly describe the breaking of an original unity, whose divided

parts try to return to their initial state. In Plato's Symposium, one of the

proposed explanations of love between men and women is that it was cre-

ated when the gods split a hermaphroditic being into two different creatures,

whose attempts to reunite created all future generations of humans. The

drive toward disorder seems to create new forms of order, just as the en-

ergy of falling water can cause droplets of water to splash upward, or a river's

current can create eddies in which small amounts of water flow against the

main current.

At a local scale, and in the short run, complex entities seem to reverse

the workings of the second law of thermodynamics by increasing order. But

viewed within the larger environment from which they draw free energy,

they clearly actually increase entropy by speeding up the transformation

of free energy into unusable forms of heat. Thus complexity is, in a sense,

a cunning way for the second law of thermodynamics to work more

efficiently toward its bleak goal of a universe without order.

6 Ilya Prigogine

and Isabelle Stengers have applied the curious term dissipative to the com-

plex structures described here .

7 What complex structures do is to handle

huge flows of energy and, in the process, dissipate large amounts of free en-

ergy, thereby increasing entropy overall. Though they appear to reduce en-
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tropy momentarily and locally, they in fact generate entropy more effec-

tively than do simpler structures, facilitating the deadly workings of the sec-

ond law.

Nevertheless, creating order is not easy. Somehow or other, significant

flows of energy need to be concentrated and focused in ways that generate

pockets of increased order. Complex phenomena require a constant through-

put of energy to help them climb entropy's remorseless down escalator. So

the existence of stable differentials to guarantee a steady supply of energy

such as the temperature and pressure differentials available near stars, is an

essential precondition for complexity. What is not clear is whether there ex-

ist mechanisms that actively seek out complexity. Does the presence of dif-

ferentials and disequilibria actively drive matter and energy toward com-

plexity? Or do they merely make it possible? Does complexity work like

natural selection, through the random generation of structures that, once

they have appeared, become locked into place simply because they fit their

environment well? Or does the second law create complexity through a de-

vious cosmological cunning of its own?

Whatever the source of order, its creation, whether in the Sun or the stock

exchange, requires creating structures that can channel and control large

flows of energy without falling apart. This is an extremely difficult trick.

And that difficulty explains why ordered entities are fragile and rare, and

why they stand out against a background that is much simpler. Roughly

speaking, the more complex a phenomenon is, the denser the energy flows

it must juggle and the more likely it is to break down. So we should expect

that as entities become more complex, they become less stable, shorter-lived,

and rarer. Perhaps even a slight increase in complexity can sharply increase

their fragility and, therefore, their scarcity. Of all complex chemicals in ex-

istence, only a minute fraction have ever formed living organisms; of all liv-

ing organisms, an even smaller proportion has formed into intelligent, net-

worked species such as ourselves. (Table 4.1 offers some evidence for these

generalizations.) But it is also clear that the likelihood of complex entities'

appearing would be greatly increased if instead of relying on random

changes to generate such structures by accident, we could identify laws that

tended to actively create such structures. At present, we simply do not know
whether there are such laws, though the emerging science of complexity is

attempting to identify them.

What we can do is to describe some of the ways in which complex struc-

tures emerge. The fundamental rule seems to be that complexity normally

emerges step by step, linking already existing patterns into larger and more

complex patterns at different scales. Once achieved, some patterns seem to
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lock their constituents into new arrangements that are more stable and more
durable than the simpler arrangements from which they are created. Such

processes create the hierarchy of different levels of complexity that we ob-

serve in the universe, because at each scale, new rules of construction and

change seem to come into play. These are known as emergent properties,

because they do not seem to be derived from the properties of the original

components; instead, they apparently emerge as these components are as-

sembled into a larger structure. The word universe is a verbal structure con-

sisting of eight letters. But its meaning cannot be deduced just by knowing

the letters used to construct it. Its meaning is an emergent property. Simi-

larly in chemistry, the properties of water cannot be explained by describ-

ing how hydrogen and oxygen behave, yet water is formed by combining

molecules of hydrogen and oxygen. Its properties emerge only when atoms

of hydrogen and oxygen are combined into water molecules .

8 The myriad

different ways in which these rules play out at different scales and at dif-

ferent degrees of complexity provide the subject matter for the various dis-

ciplines of modern knowledge. Each deals with the rules that emerge at new
levels of complexity, from particle physics to chemistry, biology, ecology,

and history.

Being complex creatures ourselves, we know from personal experience

how hard it is to climb the down escalator, to work against the universal

slide into disorder, so we are inevitably fascinated by other entities that ap-

pear to do the same thing. Thus this theme—the achievement of order de-

spite, and perhaps with the aid of, the second law of thermodynamics—is

woven through all parts of the story told here. The endless waltz of chaos

and complexity provides one of this book's unifying ideas.
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Afro-Eurasia; Britain; Eurasia;

France; Greece, classical; Italy;

Scandinavia



610 INDEX

evolution, 3, 82-98, 104, 107-35, 5°o-

501; big bang and, 22; capitalism

and, 359; chemical, 84, 94-104; co-
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361, 366-67, 389-90; population

growth and, 183, 233, 253, 268-69,

299-306, 315, 331, 352, 366-71,

382, 384-85, 402; religions, 256,
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194-95, 1 99' 2°2 ' 215' 254' 5 29n42 '

531059; Greek, 397; Homo ergaster/

erectus, 164, 194; oxygen and, 95,

113; signal, 307; swidden cultiva-

tion, 254

fish, 106, 132, 181; agrarian civiliza-

tions, 303, 340-41; cichlids, 288;
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grain; hunting; legumes; meat;

tubers

foragers, 111, 221-42, 254, 279, 284-

85, 501, 524M9; affluent, 185-87,
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peasants, 399-400, 403; political

revolution, 426-30, 437-38. See
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futurology, 472

Gaia, 57-58, 75, 127-30

Galapagos islands, 87-88

galaxies, 7, 16, 506; big bang, 23-24,

29-31., 33, 496-97, 500; Darwin

and, 88-89; future, 484, 486-90;
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Gell-Mann, Murray, 3

Gellner, Ernest, 10

gender relations, 509; australopithe-

cines, 158-59; and brain size, 166-

67; division of labor, 186-87, 235-

241, 256-57, 263-64, 339; inequali-
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460, 482-83, 485-86, 491. See also

domestication

genetics, 79, 82, 92. See also genes

genetic variety, 177, 194, 224. See also
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evolution

Germany, 167, 284, 373, 406-8,

433-34
Gerschenkron, Alexander, 433
gibbons, 127, 153
Giddens, Anthony, 274, 280, 329, 335,

358
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391-92; Crete, 295, 327; Gaia, 57;

Plato, 471, 509; warfare, 329-30,

392, 543-44n72



INDEX 615

Greenberg, Joseph, 215

greenhouse effect, 64, 125, 460.

See also global warming

Greenland, 109, 370, 377
grindstones, 179, 181-82, 228

growth: economic, 412. See also
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ecological innovation, 164, 190-91,

207; evolution, 131-33, 149, 151-

68, 172-79, 501, 502; extinction,

201-2, 210, 501; family groups, 182,

187-89; language, 172-75, 182;

migrations, 164-65, 191-94, 232,

307; technological change, 165, 184,

201-2. See also humans
hominoids, 121, 127, 139, 153-54, 164/

504. See also apes; Hominidae

Homo, 121

Homo ergaster/erectus, 126, 132,

163-65, 168, 501, 504, 526037;

and language, 175; technologies,

181, 194
Homo hahilis, 126, 132, 138, 158-64,

274-75 / 502, 504, 525034
Homo helmei, 179-80
Homo sapiens. See modern humans
(Homo sapiens)

horses, 126; Arzhan tomb, 262; cli-

matic changes and, 211; domesti-

cates, 218, 221, 255-56, 286, 340,

367, 398; energy, 536-37021;

exchanges, 336; extinction in Paleo-

lithic, 141-42, 199; locomotives as

mechanical, 423; pastoralists, 255-

56, 286, 336, 338-39; transporta-

tion, 256, 306-7, 325, 331, 336, 339,

346; in warfare, 286, 323, 325, 331,

339
horticulture, 186, 235, 243, 256, 284,

287, 336-39, 341; described, 238-39.

See also gardens

households: gender roles, 263-65;

housekeeping, 186-87; modern

era, 348, 387-88, 398-99, 404, 430;

nonagricultural production, 420;

pastoralist, 338-39; states and, 273,

321; village, 239-40, 245, 251, 269,

287, 336; violence, 274. See also

dwellings; family groups

Hoyle, Fred, 32-33, 97, 520023
Hubble, Edwin, 28-32, 496
Hubble constant, 31-32, 35, 496
Hubble telescope, 35, 61

hub regions, 269, 291-300, 463; agri-

cultural origins, 220; cities, 291-92,

316, 325; collective learning, 360-

61; defined, 291-92; disease immu-
nity, 315-16; Europe/North Atlantic,

363, 389-91, 410, 434, 436-37;

Mesopotamia, 298, 299, 315-19,

370-71, 380; states, 291-92, 318-

19. See also centers of gravity;

exchange networks

human behavior, 176, 178-79. See also

language

human history, 8-10, 331; agrarian

civilizations dominant in, 283;

beginnings, 159, 168, 171-203;

complexity, 139-44; end, 484-86,

491; information revolutions, 308;

new stars, 51; periodization, 210-

11; scale, 170, 210, 462-63; sunlight

energy, 111; within the universe,

55; transportation revolutions, 307;

unpredictability, 469. See also Holo-

cene era; modern era; Paleolithic era
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human impact on the biosphere, 139-

44' H7' 199-202' 335' 35°' 44°-

42, 459-63, 499, 502; deforestation,

207, 254-55' 312' 353, 462, 471, 474,

499' 536nio; energy controlled by

humans, 139-41, 252, 254-55, 259,

263, 273, 309, 421, 459, 462, 482,

498-99, 502; fire use, 194-95; mod-

ern weaponry, 347, 481, 502; techno-

logical changes, 199-202, 207, 229,

234, 242-43. See also environmen-

tal damage; population growth

humans, 7; evolution of, 90, 127, 131-

33, 138-82, 208, 495-96, 498, 501,

502; future of, 484-86, 489-91;

mutualism, 116, 288, 365; number

of cells, 119-20; number of genes,

108, 119-20; primates, 125-27. See

also hominines; human behavior;

human history; human impact on

the biosphere; modern humans

(Homo sapiens)

human sacrifice, 250, 262, 275, 297,

337
Humphrey, Nicholas, 123

hunters and gatherers, 524M9. See

also foragers; hunting

hunting, 141, 202, 242, 336-37, 524M9;

agricultural revolution and, 207,

211-12, 217-20, 222, 231, 232, 236-

39; bone analysis and, 149; carrying

capacity, 232; elite coercion and,

323; and extinctions, 199-200, 232;

fire stick farming and, 194-95;

foragers, 164, 228-29, 33^/ 34°,

524019; human evolution, 146, 158,

162, 168, 201; ice ages, 195, 211;

Paleolithic, 168, 178, 185, 196-97,

199, 225-26; preadaptation, 153;

prime mover, 145; stone technolo-

gies, 181. See also fishing; meat

hydrogen, 27, 34, 112; absorption line,

30-31; archaebacteria and, 99; early

earth, 63; early universe, 26-27, 34'

41-45, 52, 55-56, 497-98, 500, 508;

exponential notation, 36-37; fuel

cells powered by, 476-77; fusion,

44, 46 ' 49/ 53' 56 , *45,

4

82
' 497/ 5°8;

origins of life, 95; planets, 59; Sun

burning all, 487; and water, 112,

469, 511

hydrogen bombs, 44, 497
hydrogen sulfide, 63, 72, 112

Ibn Battuta, 370

ice ages, 131-33, 170, 192, 206, 504;

climatic changes, 151, 231, 460-61;

domesticates, 221, 231, 234; Eurasia,

180, 191-92, 201, 211, 212, 228-29;

Homo erectus, 16; intensification,

226, 228; interglacials, 131, 211;

last, 194-98, 201-2, 207, 211-12,

221, 226-33, 242-43, 460-61, 501;

Neanderthals, 168, 175, 201; species

evolution, 151, 359
ice sheets, 131-33, 192, 211, 226

idealist theories, of modernity, 354-

55/ 357/ 362

identity, sense of, 349
ideological systems, 289. See also

religions

imperial systems: defined, 304.

See also empires

Incas, 277, 303, 305, 307, 317-19

incomes per capita, 357, 449-51.

See also wage labor

India, 106, 126, 503; caste system, 325;

diseases, 315-16; empires, 298, 317-

18; future, 475, 478; Gupta Empire,

316; hand spinners, 346; life ex-

pectancies, 348, 417, 450; Malthu-

sian cycle, 310, 386; Miocene epoch,

130; noncapitalist, 360; opium, 455;

per capita gross national income,

449, 450; population growth, 310,

313-15; productive agricultural

sector, 376; Rig-Vedas, 17; states,

294; tectonic movements, 71, 73;

Uruk trade, 286; writing systems,

275. See also Indian subcontinent

Indian subcontinent, 503; agrarian

civilizations, 294-95, 297-300, 310;

British Industrial Revolution and,

420-21, 423-24, 435-36; dingo and,
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Indian subcontinent (continued

j

227; exchange networks, 256, 295-

300, 325-27, 339-40, 357, 360-61,

365-66, 369-72, 377-78, 381, 385,

389-90; geology, 71; industrial

potential, 407-8; languages, 215,

285; modern era, 369-72, 398;

population (400 BCE-2000 CE),

310, 344-45; religions, 20, 299-300,

319; states, 248, 294; tectonic plates,

71. See also India

indigenous peoples, 285, 341, 365, 401.

See also Aborigines, Australian;

Amerindians

Indo-European languages, 215, 285,

339-40
Indonesia, 153, 164, 194, 212, 218,

284, 341, 364
Indus, 294-95

industrialization, 141, 418-26, 475;
European political economy, 362;

global, 406-10; proto-industrializa-

tion, 385, 388, 399, 418, 420; state-

led, 437, 456; warfare, 402, 426-

27, 429, 434, 454, 457-59, 481;

waves of, 432-38, 442-44. See also

industrial production; Industrial

Revolution

industrial potential, 406-9, 436
industrial production, 343, 412-14,

418-26, 434-36, 444. See also

industrialization; Industrial Revo-

lution; manufacturing; production

of goods and services

Industrial Revolution, 170, 206, 360,

367, 384, 401, 502-3; British, 346-

47' 353-54' 410-12, 418-26, 432-

38; energy sources, 256, 353-54,

360, 376, 412, 419-23, 425, 460;

Song China, 374-80, 410, 432,

549n3i

industrious revolution, 401, 418-26

industry: chemical, 411, 433. See also

industrial production

inequalities, 241, 246, 259-67, 415,

438; accumulation and, 400-401,

552095; capitalism, 358, 435, 448-

57, 463, 475, 478; future, 480-82,

490; gender, 186-87, 235, 240-41,

248, 256-57, 260, 263-65, 274, 276,

287, 289, 339, 448; living standards,

241, 260-61, 435-36, 475, 481, 482;

third world, 435-36, 449-50; and

violence, 262-63, 457- See also

hierarchy, social

infanticide, 186, 235

inflation, of universe, 24, 27, 54, 497,

500

information: gathering, 427-29. See

also collective learning; information

networks; language; mass media;

science

Information Age, 444
information networks, 7, 182-84,

210, 346, 498-99, 540M3; Afro-

Eurasian, 220, 290-95, 306-7,

325-27, 369-70, 380, 389, 393,

431-33; agrarian eras, 210, 220,

290-95' 306-8, 324-27, 331, 431;

ants, 252; future, 475, 477, 480, 481,

482, 483, 486; language, 112, 146,

147-48, 182-83; modern era, 308,

352, 360-64, 383-84, 393-94, 423,

43I_33, 441 / 444; Paleolithic, 187—

88, 197, 201, 291-92, 308; popula-

tion growth and, 253; writing, 275-

76. See also collective learning;

communication technologies

inheritance, genetic, 83, 85, 86, 88, 89,

91-92, 119
innovation, 133, 292-93, 306-31;

Afro-Eurasia, 306-7, 357, 377-80,

384, 396-97, 419-21, 423; agricul-

ture and, 140-41, 228, 232, 309-10,

33 1' 37°' 376 ' 3 84-85, 402, 411-12,

418, 434, 443; collective learning

and, 253, 283, 290, 296, 306-31,

35 2~53' 360, 444, 456; commercial-

ization and, 306, 324-31, 352, 355-

58, 361-63, 367, 376, 424-26; mod-
ern era, 343, 350-71, 376-80, 384,

406, 414-37; population growth

and, 133-34, 228-36, 253, 258-59,

306, 308-31, 352-57, 362, 366-67,
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384-86, 402, 482, 5281119, 535114;

prime movers, 144-45, 353~63;

rates of, 305-12, 324, 330-31, 352-

63, 366, 378, 384-86, 389, 393, 403,

406, 411, 414, 416, 419-26, 456;

sources of, 306-31, 339, 352-63,

386, 402-3, 411-18, 424-26; states

and, 306-7, 316-24, 331, 352, 366-

67; waves of, 432-38, 442-44. See

also ecological innovation; techno-

logical change

insects, 106, 116, 123; ants, 118, 216,

251; flies, 91, 108, 120, 165; social,

118, 251-52, 281-82, 504; termites,

118, 145, 160, 251, 260, 265, 281

intensification, 190, 207-44, 25 2~59'

280-82, 284, 306, 501. See also

agriculture; population growth

interglacials, 131, 211. See also ice ages

internal combustion engines, 307, 443
Internet, 308, 346, 441

Iran. See Persia

Iraq, 220, 225; Baghdad, 237, 246, 301,

368,370, 417
Ireland, 417
iron: archaebacteria and, 99; Britain,

399' 412' 419, 420, 421, 424, 425;

China, 374, 376, 388; free oxygen

and, 112; making, 258-59, 285, 346,

353' 354' 376 ' 412, 419' 421; tools,

285, 388; in universe, 50-52, 56, 60,

62, 64, 490, 500; weapons, 340. See

also steel

Iron Age, 259

irrigation: agrarian civilizations, 287,

295, 302, 311-13, 320; agrarian era,

253-54, 257-58, 259, 265, 282; cities

and, 267-68, 271, 275; limited water

resources, 347; Malthusian cycles,

367; modern era, 376-77, 384, 416,

443, 460-61; overirrigation, 295,

312, 474-75, 499
Islam: cosmologies, 2, 18, 19, 26; ex-

pansion of, 319, 339, 355, 370-71

Islamic world, 426; agricultural meth-

ods, 367; dialectical traditions, 431;

European industrialization and,

420, 437; exchange networks, 298-

301, 316-19, 329-30, 337, 339,

369-72, 377-79, 390; Spain, 319,

392; urbanization, 368

isotopes, 494-95, 56002

Israel, 220, 229

Italy: agrarian civilizations, 298; city-

states, 330, 372, 373; commercializa-

tion, 330, 369, 372, 373; domestica-

tion, 222; industrial production,

406-9, 419; innovations, 423, 434;

market value, 445. See also Rome
Ivan the Terrible, 322, 397
ivory, 196

Jacob, Margaret, 393, 431

Japan, 385, 433; Afro-Eurasian zone,

212; commercialization, 357; indus-

trial potential, 407-8; innovation,

361; Jomon culture, 258; land

bridges, 212; Meiji government,

437; population (400 BCE-2000

CE), 344-45; trade networks, 375

Jarmo, 225

Jaspers, Karl T., 319

Jericho, 220, 233, 237, 242

Johanson, Don, 149, 156

Jones, Eric, 312

Jones, Rhys, 194

Jordan, 220, 229

Judaism, 2, 26, 84, 319, 368

Judeo-Christian-Islamic tradition, 2,

26, 84, 319. See also Christianity;

Islam; Judaism

Jupiter, 49, 59-61, 96, 487

Jurassic era, 504

Jurchen (Jin) dynasty, 375, 377
justice, 188, 274, 320

Kalahari Desert, 223

Kanem, 300

kangaroos, 85, 90, 142, 190, 228, 233

Kant, Immanuel, 29, 60

Karim Shahir, 225

Kazakhstan, 206, 256

Kelvin, Lord (William Thompson), 68,

494
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Kenya, 154, 156, 163

Kepler, Johannes, 22

Keynes, John Maynard, 447, 480
Khanty, 340-41

Khazar Empire, 301

Khitan dynasty, 375-76
Khorezm, 368

Kiev, 273

King, Gregory, 413
kings, 248

kin-ordered societies, 187, 279; com-
mercial exchange networks, 387;

innovation, 357; ranked lineages,

260; rulers, 267; tribute-taking, 278,

287-88, 358; warfare, 454
kinship, 249, 273-75; agrarian civili-

zations, 336; early agrarian, 239-41;

early human, 187-89; networks,

348-49; nonagricultural production,

420; ranked lineages, 240-41, 260-

61, 265-66, 272-73, 280; state

regulation supplanting, 348; village,

239-40. See also family groups;

kin-ordered societies

Kublai Khan, 378
Kush, 299-300

Kwakiutl, 266

labor, 537n3o; agricultural, 402-3,

413, 415-16; animal, 287; ants,

251-52; armies, 275; capitalist mode
of production, 358-60; cities, 267,

269, 271, 274-75, 286, 289; consent-

based power, 264-65; future, 469;

household, 186-87; industrial, 418,

420, 456; irrigation works, 257, 271,

287; monumental architecture,

261-62, 280-81; nonagricultural,

417; population growth and, 309,

353; states, 274, 278, 280, 321;

surplus, 402, 542n52; urban, 288;

village, 287. See also division of

labor; slaves; wage labor; work
Ladurie, Emmanuel Le Roy, 309-10
Laetoli footprints, 156

Lagash, 278

Lamarck, Jean-Baptiste, 86

land: colonization of, 121-24; erosion,

67-68, 72, 242, 312, 471, 474, 480,

535n63; overexploitation, 302, 312;

taxes, 373, 374-75, 378, 387-88,

413. See also enclosures; geogra-

phy; geology; property

landownership, 321, 358, 374; com-
mercialization of, 400-401, 414-16;

peasant, 329, 388-89, 398-401,

414-15. See also property

language, xv, 308; brain division and,

160; Indian, 371; spread of language

groups, 212, 215, 284-85, 297,

339-40; universal, 410; writing,

275
~
7&- See also communication

technologies; literacy; symbolic

language; writing

Lapita culture, 215, 285

later agrarian era. See agrarian civili-

zations, era of

Laurasia, 73
lava, 70

La Venta, 280

law: English Navigation Acts, 395,

418; Hammurabi's code, 295-96;

patent, 395; "rule of," 432; state,

320, 358, 427, 428, 429
lead, 494
leaders, 241, 265-67; "big man"

systems, 265-66, 426; kings, 248;

mukama, 272-73; priests, 248,

260-62, 265, 274, 287. See also

chiefdoms; elites

Leakey, Jonathan, 159
Leakey, Louis, 159-60, 163
Leakey, Mary, 156

Leakey, Richard, 459
learning, 145-48, 153, 159, 167,

172. See also collective learning;

education; language; science

Leavitt, Henrietta, 28

Lee, Richard, 188, 524M9
legumes, 194, 218-20, 416; beans, 218,

221-22, 228, 382; soybeans, 443
leisure time, 186

Lemaitre, Georges, 23

lentils, 218-20
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Libby, Willard, 495
life, 79-84, 91, 107, 112; complexity,

79-82; defined, 79; evolution of, 52,

53, 64, 73, 92-104, 107-36; extra-

terrestrial, 61, 64, 97, 109, 486; Gaia,

57-58, 75, 127-30; history on earth,

51-52, 62, 64, 73, 107-35, 5°°-5°4'

508; origins, 5, 7, 16, 20, 58, 61-64,

73- 79
“i36 , 139 ' 498 ' 500, 502, 504,

508. See also creation myths; evolu-

tion; Gaia

life expectancy: future, 476, 483;

modern era, 208, 343, 348, 386, 417,

441, 449-51; Neolithic, 224; pre-

capitalist cities, 330; Stone Age, 186,

187, 348. See also death rates

life force, 93-94

life sciences. See biology

lifetime travel tracks, 441

lifeways, 133, 183, 207, 279, 358, 387;

agrarian civilizations, 245, 287, 335-

42; classification, 279; destruction

of, 342, 451-52; early agrarian, 210,

218, 222-24, 23®' 238-43, 245, 410;

human evolution, 151-52, 158-

60, 167, 180; modern, 279, 348-51,

447-48; Paleolithic era, 185-90,

194-97' 224, 232-34, 243, 245,

279; rock paintings of, 212. See

also technologies

light, 22-26, 30-31; speed of, 24,

27, 30, 44, 54, 484, 497. See also

sunlight

Lightfoot, Dr., 21, 515M3
Linnaeus, Carl, 84, 120

literacy: agrarian civilizations, 248,

289, 308, 330-31; agrarian era,

410-11; modern era, 429-31, 440;

states and, 276-77, 321, 429-31.

See also language; learning;

writing

literature: first, 278; Russian, 395;

Southernization, 371; travel, 393;

Zhou dynasty, 374. See also

narrative

lithium, 34, 41

lithosphere, 71

livestock: camels, 90, 218, 221, 255,

286, 300, 338; cattle, 141-42, 216,

218-20, 224, 255, 259, 263, 286,

338, 416; chickens, 224, 297, 369,

400, 473-74; goats, 218-20, 236,

338, 454, 459; oxen, 255, 307, 339,

398; pigs, 218-21, 224, 266, 399;

sheep, 141, 216, 218-20, 236, 286,

338, 395, 400; turkeys, 218, 220,

230, 423. See also domestication;

horses

Livi-Bacci, Massimo, 198

living standards: agricultural revolu-

tion and, 223-24; capitalism and,

446-48, 481, 482; future, 475-77,

481, 482; inequalities, 241, 260-

61, 435-36, 475, 481, 482; Modern

Revolution, 463, 481; Paleolithic,

185-87. See also clothing; dwel-

lings; food; money

llama, 218, 221

loess soils, 222, 239

Lombe, Thomas, 419, 423

London, population, 413

longevity. See life expectancy

Lopez, Robert, 309, 369

Lovelock, James, 113, 128-30

Lucy (skeleton), 149, 156, 157

luxury goods, 275, 326, 418

Lyell, Charles, 68, 88

Machiavelli, Nicolo, 322

MacNeish, Richard, 225

Madagascar, 285

Magellan, Ferdinand, 195

magic, 215, 431. See also spirits

magnesium, 51-52, 60

magnetic field, 62, 70, 73. See also

electromagnetism

maize, 116, 225, 228, 258, 443; climatic

change and, 230-31; domesticated,

216, 218, 221-22, 230, 237, 382-83;

and population growth, 304

Mali, 300

Malinowski, Bronislaw, 265-66

Malthus, Thomas, 87, 232, 235, 310-

11, 386, 417
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Malthusian cycles, 392-93, 451, 477;
agrarian civilizations, 367, 403;

agrarian era, 309-13, 447; defined,

312; modern era, 352-53, 367-72,

380-89, 417; postclassical, 331-32,

367-80, 398. See also rhythms of

change

mammals, 106, 125-27, 132, 473, 501-

2, 504; classification, 121; evolution

of modern, 90, 92; histories, 143,

150, 485; land colonizers and, 124-

25; migrations, 165; population

growth, 198; threatened, 142, 199-
200; tree-dwelling, 125-26, 153-

56, 163, 501. See also marsupials;

primates

mammoths, 141, 160, 196-97, 199,

211, 225, 53in58

Manchuria, 284, 336, 338, 375
Manichaeism, 319, 370
manioc, 218, 382-84

Mann, Michael, 290

Mansi, 340-41

mantle, earth's, 62-64, 66

manufacturing, 331; proto-industrial-

ization, 385, 388, 399, 418, 420. See

also factory; industrial production

manure: fertilizer, 230, 239, 242, 255-

56, 376, 416, 454; human waste, 368
maps, modern, 68-69

maps of time, 3, 11, 514015, 5i6ni6
margins, tectonic, 70, 71

Margulis, Lynn, 34, 107, 111-14, 116,

122, 129, 250, 342
markets, 362-63, 372, 387, 415-18,

445; behavior shaped by, 349;
British external, 418, 425; British

internal, 417, 424, 425; centers for,

262, 280; Chinese, 369, 371, 374,

388, 456; colonial, 418, 447; com-
petitive, 327, 328-29, 358-59, 386,

401, 416, 424-25, 437, 499; con-

sumer, 417-18, 446, 481, 482;

employment, 414-15; European,

357, 366, 371, 395, 398-401, 415-

18, 424-25, 445; finding/creating,

447, 481, 483; global, 381, 403, 418,

424' 434, 447/ 477/ 550n43/' govern-

ments and, 437-38, 480; idea, 431-

32; mass, 417-18, 420, 424-25;

Mesoamerica, 280-81; protected,

418, 424, 447; specialization and,

263, 355-56, 543 n5 9; tributary

states and, 288, 326, 327, 329. See

also commerce; goods and services;

labor; trade

Mars, 50, 60, 64, 96-97, 460, 483
marsupials, 90, 106, 199, 504; kan-

garoos, 85, 90, 142, 190, 228, 233
Marx, Karl, 542052, 5470045,50; and

capitalism, 357-59, 400-402, 429,

446, 449, 552095; on modernity,

3b1
, 55on43,' modes of production,

358; on private property, 428; on

proletarians, 413, 481; on tribute-

taking elites, 321-22

Marxism: on commercialization, 389;

on modernity, 361, 363, 381, 386-

87, 550043; "realization problem,"

446; theories of state, 249. See also

communism; Marx, Karl

mass markets, 417-18, 420, 424-25
mass media, 308, 430; printing, 308,

376, 380, 392-93, 432; television,

252, 308

mathematics, 277-78, 299-300, 321,

3 2 9/ 37 1

Mathias, Peter, 424
matter: antimatter, 24-25, 37; dark,

35, 41, 47-48, 488, 51702; early

universe, 22, 23-27, 32-35, 37,

41-48, 52, 55-56, 508; era of, 26;

living organisms and, 79
Mauretania, 300

Mauritius, 384
Mauryan Empire, 298, 317-18
Mayas, 247, 258, 281, 302, 312, 474,

488

McBrearty, Sally, 178-80

McMichael, A. J., 144, 146
McNeill, John, 273, 347, 440
McNeill, William H., xv-xviii, 4, 251,

288, 313, 315-16, 326
Mears, John, 4
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measles, 316

meat, 5241119; agricultural output,

417; cooking, 194; eating, 145, 146,

149, 153, 158, 159, 162-64, 185,

374, 526n35; exchanging, 162, 188;

frozen, 196-97; stored, 196-97, 236,

255. See also hunting

Mecca, 370, 378

media. See mass media

medicine, 343, 371-72, 376, 447, 476;

antibiotics, 91, 93. See also drugs

Mediterranean, 131, 503; agrarian

civilizations spreading, 298-300;

cities, 325; copper coinage, 549^6;
diseases, 316; domestication, 222;

empires, 286, 298, 317, 371; Harap-

pan civilization, 295; innovations,

306, 329; Islamic, 319, 371, 372;

Judeo-Christian-Islamic tradition,

319; languages, 285; merchants, 372;

migration around, 191; Modern

Revolution, 365-66; Morocco, 337,

370; Natufian communities, 229;

pastoral nomads, 288; population

growth, 313-15; Spain, 319, 381,

392 ' 394/ 396; states, 337, 372, 391;

trade, 286, 295, 299-300, 327, 337,

369-71, 389-91; tribute-taking,

288; weapons development, 543-

44072. See also Greece, classical;

Italy; Middle East

megafauna, 199. See also dinosaurs;

elephants; mammoths
megafauna extinctions, 199-202, 221,

231, 255, 474, 529042, 53in6i;

dinosaurs, 16, 58, 106, 125-27, 150,

458, 486, 501-2

Melanesia, 265

"memes," 360, 547046

Mendel, Gregor, 91-92

Menes, 245-48, 276

mercantilism, 394-95. See also com-

mercialization; merchants

merchants, 321-31, 370-75, 401; capi-

talist, 404; China, 368, 374-75; Euro-

pean, 370-71, 381, 388, 394; force

used by, 356; global exchange net-

works, 381, 390-91, 394; Meso-

potamia, 274-75; Muslim, 337;

Russian, 387; social status, 274-

75' 3 25' 3 2 7< 33°' 3

7

2~75' 394~

95; states and, 321-30, 336,

372_75' 3 8 7' 394-96' 413, 425.

See also commerce; corporations;

entrepreneurs

Mercury, 60

Mesoamerica, 247-48, 280-81, 301-4,

338; agriculture, 220-21, 228, 230,

258, 280-81; chronology, 294; hub

region, 292; modern era, 394; monu-

mental architecture, 261-62, 280-

81, 302, 303, 304; population, 232,

312, 382, 55on47; ruling elites, 261;

state exploitation, 250; state forma-

tion, 248; stateless communities,

286; writing systems, 275, 277, 281.

See also Aztec empire; Mayas;

Mexico

Mesopotamia, 236, 256-81, 292-301,

312, 317; cities, 267, 269-72, 276;

city-states, 245-46, 272, 286, 294,

327; diseases, 315-16; drying, 312;

Euphrates, 257, 267, 275, 278; evolu-

tion of agriculture, 225, 235; ex-

change networks, 256, 269, 292-30,

325-27, 370, 380; exploitation, 250;

horse riding, 306; hub regions and

centers of gravity, 292-301, 315—

19, 325, 361-62, 365-66, 370-71,

380; irrigation, 257, 271, 312, 313,

474-75; Mesoamerica compared,

280, 281; metalwork, 258; monu-

mental architecture, 261, 270;

pastoralism, 338, 340; Pharaoh

Thutmosis III of Egypt, 318; popu-

lation densities, 232, 269-72, 286-

87; population growth, 267-71;

pottery/potters, 258, 274; religions,

318, 319; specialization, 274; states/

empires, 294, 318, 391; Tigris, 237,

257, 267, 269, 275, 295; villages, 259,

262, 267, 274; warfare, 278; writing

systems, 275-77. $ee a ^so Middle

East; Sumer
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Mesozoic era, 504
metabolism, 79, 82, 98, 100-103, 112,

114, 117, 129, 162

metals/metallurgy: agrarian civiliza-

tions, 285, 301, 302, 306, 330-31,

336, 339-41; bronze, 258, 297, 320,

331; copper, 258, 295, 320, 374, 377,

381, 425; early agrarian era, 258;

early modern, 371, 376, 384-85, 387,

399; Fertile Crescent circulation of,

268-69; foragers without, 284; gold,

51, 258, 295, 299, 320, 326, 336-37,

341; hard/soft, 258; modern era,

421, 425, 432; nickel, 62; planets, 60,

62; silver, 51, 258, 272-73, 295, 326-

27, 381, 385, 390, 394, 396; steel,

259, 302, 433; tin, 258, 295, 320,

543n65. See also iron; mining

meteorites, 57, 60, 62, 67, 96-97, 99,

130, 135, 498
methane, 63, 95-96

Mexico, 125, 222, 247, 277, 280, 301-

2, 338; Mexico City, 221, 247, 281,

301, 303; Oaxaca, 247, 281; popu-

lation decline, 382, 550^7; Teo-

tihuacan, 247, 301-3, 338; Yucatan

Peninsula, 125, 302, 382

microbiology, 92

microcosmos, 107-8, 111, 117, 52M2
microfossils, 109, 52M6
Micronesia, 215

microscope, 93, 120

Middle East, 191, 198, 201, 215, 220,

234, 371; Anatolia, 215, 233, 241,

295; Assyria, 237, 295, 298, 313, 321;

Babylon, 237, 246, 295-96; Byzan-

tium, 273, 299-301, 316, 397; Fertile

Crescent, 220-22, 225, 230, 235-36,

259, 268-69; Israel, 220, 229; Jordan,

220, 229; Ottoman Empire, 371, 427;

Phoenicia, 276-77, 321, 327, 329;

Syria, 220, 229, 236, 327. See also

Egypt; Mesopotamia; Persian Gulf;

Southwest Asia

MIGODS formula, 133-34
migration, 153, 179, 217, 285; Afro-

Eurasia, 164-65, 191—92, 198-99,

284-85, 301, 307, 338, 340, 365,

368, 382, 483, 498, 501; agricultur-

alists, 210; beyond earth, 483, 485,

491; dating, 496; domesticates sur-

viving, 221; modern era, 349, 365,

368, 409; Pacific, 215, 285, 382, 483,

486, 498, 541025; Paleolithic, 190-

202, 207, 232, 307, 483, 485; sea

crossings, 165, 180, 191-94, 232,

285, 307, 483, 486, 54M25; in space,

483-85; species, 133. See also colo-

nization; extensification

military power: gunpowder, 365, 377,

380, 397, 421, 426; modern, 406,

409. See also armies; soldiers; war-

fare; warriors; weapons

milk, 125, 160, 216, 255
Milky Way, 29, 39-40, 45-47, 52, 54-

55, 59, 61, 81, 484, 487
Miller, Stanley, 95-96, 98-99
millet, 218, 221, 228, 272, 297, 300,

374 ' 453
Ming dynasty, 378-79, 413
mining, 179, 181, 197, 233, 384, 402,

419-21, 454. See also fuels; metals/

metallurgy

Miocene era, 130, 153-54, 5°4
Mississippian cultures, 304, 337
Mithen, Steven, 164, 172, 174
mitochondria, 115-17, 149
modern era, 208, 210, 279, 333-464,

502, 503; Africa, 381-82, 384, 435,

451; agriculture, 238-39, 343, 346,

367-68, 370, 376, 402-3, 411, 413-

18, 434, 437; Americas, 351, 354,

361, 364-65, 392, 394, 402, 451;

Asia, 337-41, 353
-404' 413, 4*7,

419-20, 423, 435-36, 455; Atlantic,

351, 357, 361-62, 373, 381, 390-

91, 409, 433-35; energy, 343, 346-

47' 353' 406, 421, 437, 499, 502,

536M7; Europe, 318, 341, 346-438,

452-55, 502; exchange networks,

308, 346, 352-406, 412-13, 418,

423-24, 431-33, 436, 441, 444;

idealist theories, 354-55, 357, 362;

industrial potential, 407-8, 436;
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innovation, 343, 350-71, 376-80,

384, 406, 414-37; population growth,

144, 198, 209, 279, 342-57, 362,

366-72, 380-89, 416-18, 432, 451-

52, 476, 503; preadaptations for,

362-63, 391, 413; technological

change, 54, 279, 306-7, 343, 346-

47< 352' 358, 376-78, 384, 418-26,

432-38, 442-44; time, 348-50, 441,

5i5n5, 545n23; twentieth century,

440-64; violence, 347, 349, 358,

448, 545n24; world-systems, 289,

361-62, 503. See also global system

modern humans (Homo sapiens), 7,

9, 121, 138-68, 170-82, 497, 504;

adaptation, 112, 144-47, 15°_57'
160-67, 17I' 180, 190-91, 193-94;

brains, 145-46, 153-68, 175, 201,

501; classification, 120, 121, 127,

179; creation myth, 6; energy con-

trolled by, 139-41, 252, 254-55,

259, 263, 273, 309, 421, 459, 462,

482, 498-99, 502; first appearance,

177-82, 202, 501, 502; free energy

rate density, 81; future, 475, 484-

85; genes to construct, 108; and

Neanderthals, 141, 147, 167-68,

175-76, 191, 201-2, 501; vertebrates,

123. See also human impact on the

biosphere; humans; migration

Modern Revolution, 7, 335, 364-66,

406, 410, 440-41, 463, 481; China,

366, 391; creativity of, 448, 463;

cultural change, 430-32; destructive

impact, 434, 438, 448-49, 463, 481;

Europe, 351, 353-54, 357' ex-

planations of, 351-63; fossil fuels,

477; inequality, 415; main features,

342-51, 363. See also modern era

modes of production, 278-79, 358.

See also capitalism; tribute-taking

societies and states

Mogul, 318, 340

Mokyr, Joel, 352, 354, 384, 433
molecular dating, 109, 127, 149-50,

154, 177, 495-96

molecules, 7, 81, 103, 110, 511;

organic, 93-101, 104, 110, 113-14,

5i9-2oni4. See also molecular

dating

money, 147; banking, 326, 413, 433;

commercialization and, 414-15,

416; credit, 327, 399-400; forms

of, 162, 266-67, 3 27_2 8, 377, 380,

381, 394; gambling, 470, 472; global

transfers, 441; incomes per capita,

357, 449-51; monetization, 375-76,

381, 386, 398, 399, 429; money-

changer guilds, 369; warfare and,

272, 273, 380, 389, 397. See also

revenues; taxation; wage labor

Mongol Empire, 334, 503; agrarian

civilizations, 305, 317-18; exchange

networks, 293, 370, 394; Genghis

Khan, 206, 286, 339; Kublai Khan,

378 '

Mongolia, 197, 215, 290, 293, 336, 338.

See also Mongol Empire

mongongo nuts, 223

monkeys, 125-26, 153, 174; baboons,

146

Monte Alban, 247, 281

monumental architecture, 261-62,

280-81, 289, 309, 475, 501; burial,

261-62, 280-81, 297, 473-74;

Easter Island, 262, 473-75; Meso-

america, 261-62, 280-81, 302, 303,

304; pyramids, 261-62, 280-81;

statues, 262, 280-81, 371, 473-74,

475; temples, 261-62, 270, 288, 326,

337; ziggurats, 261, 269-70

Moon, 53, 58-67, 468, 483-84, 487,

503-4

moons, 57, 61; Callisto, 96; Europa, 96,

487; Titan, 96, 487. See also Moon
Morocco, 337, 370

Moumouni, 453-54

mountain building, 67-68, 71, 72

mukama, 272-73

multicellular organisms, 16, 58, 132,

497-98, 500, 502-4; evolution, 108,

111-12, 116-25, 12 9' 235' 239' 24®i

modern era, 430, 434; scale, 106;

states and, 251, 430
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Muscovy. See Russia

mutualism, 116, 288, 365. See also

reciprocity; symbiosis

Naram-Sin, 319
Narmer (Menes), 245-48, 276

narrative: grand, 9—11, 51409; story-

telling, 197. See also literature

nationalism, 427

Natufians, 229, 234, 235-36, 240-41

natural gas, 123, 346, 443
natural selection, 82-84, 88-93, 104,

107, 150, 168, 441, 498; Cambrian

explosion, 117-19; collective learn-

ing and, 147; and competition, 129;

complexity arising through, 104,

107-8; and cooperation, 118-19,

129; future, 286; "universal Dar-

winism" theories, 20, 46, 51706.

See also evolution

navigation, 307; Afro-Eurasia, 268-

71, 299-300, 307, 327-28, 368-71,

379-81, 392, 395, 418; canal, 307,

320, 392, 435, 455; innovations, 384,

425; migratory sea crossings, 165,

180, 191-94, 232, 285, 307, 483,

486, 54M25; Oceania, 285, 307, 474,

484. See also boats/boatbuilding;

trade; transportation

Navigation Acts, English, 395, 418 .

Neanderthals, 138, 147, 167-68; ex-

tinction, 141, 168, 201-2, 501; and

language, 175-76; Middle East, 191,

201, 501; population growth, 198

nebulae, 29; solar, 59, 61, 67

Needham, Joseph, 377, 423

negentropy, 508. See also entropy;

free energy

neo-Europes, 365, 382, 409
Neolithic era, 195, 224, 254, 279, 410;

agricultural origins/Neolithic revo-

lution, 207-10, 217-37, 252-53,

410-11, 460, 498-99; exchange

networks, 219-20, 222, 225, 231,

233' 24i

neon, 51-52

neoteny, 152, 166-67

Neptune, 59-60

Netherlands, 368, 372, 394, 396-97,

416, 461

Net Primary Productivity (NPP), 140,

343' 459
networks. See exchange networks

neuron, 165

neutrino, 48, 489, 5i7n2

neutrons, 24, 26-27, 5T 131 / 494' 506

neutron star, 50-51, 488, 490
Newcomen, Thomas, 419, 421-22

Newfoundland, 212, 301, 370
new husbandry, 416

newspapers, 308

New Stone Age. See Neolithic era

Newton, Isaac, 21-22, 41-42, 291, 334,

394
New Zealand, 285, 347
niches, ecological, 84; australopithe-

cines, 158; bacteria, 129-30; climatic

changes and, 151; in evolution, 107,

125, 129-30, 152; Homo ergaster/

erectus, 163-65; Homo habilis, 163;

for human exploitation, 421; human
society as, 249; innovation and, 311;

kin-ordered communities, 454; mi-

gration and, 133; plate tectonics

and, 130; primate, 126, 130, 158;

regions outside cities, 271; species,

133, 135, 143
nickel, 62

Nile, 222, 229, 232, 269, 293
Nippur, 246, 269

Nissen, Hans, 271

nitrogen, 50, 52, 63-64, 95-96, 462

Nizam al-Mulk, 323

nobles, 261, 287, 337, 403; commercial-

ization of, 394-96, 400, 413, 415
nomadism, 235-36, 279; dwellings,

196, 239; foragers, 185-86, 196, 207,

217, 235-43, 284; and hierarchies,

240-41, 264; pastoralists, 217, 256,

262-63, 2 86, 288, 328, 336; slaves,

274; swidden cultivation, 254, 336
nonlinear systems, 469
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NPP (Net Primary Productivity), 140,

343' 459
nuclear physics, 8, 24, 32-33, 82

nuclear warfare, 458, 482, 501

nuclear weapons, 8, 334, 347, 458,

481-82, 501-3. See also bombs

nucleic acids, 98, 519M4. See also

DNA; RNA
nucleotides, 96, 98, 100-101, 519M4
nucleus: atomic, 24, 26-27, 43' 131 >

494, 5i6n24; cell, 99, 113-15, 120-

22, 500

nutrition, 224, 260-61. See also diet

Oaxaca, 247, 281

O'Brien, Patrick, 10, 410

obsidian (volcanic glass), 113, 233,

241, 260, 269, 281, 302

Oceania, 193, 285, 344, 451; Melane-

sia, 265; Micronesia, 215. See also

Australia; New Zealand; Polynesia

oceans: climatic history, 130-31; early

life, 85, 98-100, 109-10, 113-14,

122, 123, 124, 128, 498, 501, 508,

52on2i; fisheries, 461; future, 487;

Gaia hypothesis, 128; geology, 63,

64, 67, 68, 69-73; land colonizers

from, 121-23; sea crossings, 165,

180, 191-94, 232, 285, 307, 483, 486,

54M25; sea level, 194, 211, 212,

232, 461. See also Atlantic; Indian

subcontinent; Pacific; seafloor

ochre, 197

officials. See bureaucracy

oil, 263, 346, 421, 443, 499; Byzantine

techniques with, 397; formation of,

123; Industrial Revolution and, 460;

limitless, 347; sunlight stored in, 52,

346

Olber's paradox, 22-23

Old Stone Age. See Paleolithic era

Olduvai Gorge, 159-60, 162

olive, 218, 369

Olmecs, 247, 261, 280-81, 301

Oparin, Alexander, 94-95, 100

opiates, 350; opium, 435, 455

orangutans, 127, 151, 153
order, 7, 22-28, 42, 45-46, 79-80, 507,

509-10. See also complexity; pattern

Ordovician era, 121-23, 13 2 ' 5°4

organelles, 114-17, 122, 500

organic chemicals, 64, 97-98, 100-

101, 104

Orgel, Leslie, 102

Origin of Species (Darwin), 82, 89

Ottoman Empire, 371, 427

Out of Africa hypothesis, 177

overexploitation: land, 302, 312; species,

133
_34- See also exploitation

overpopulation, 190, 235, 301, 302,

311-12, 352. See also population

growth

overproduction, 352, 447. See also

production of goods and services

oxen, 255, 307' 339' 398

Oxus civilization, 297, 327

oxygen, 16, 131; DMS and, 128-29;

earth atmosphere, 67, 72, 95, 112-

14, 128-29, 135' 500-501; and

evolution of life, 95, 112-17, 121 '

124, 127-29, 131, 135, 500-501,

504; free energy, 112-14, 116, 117,

127-28, 135, 500; photosynthesis

producing, 112, 116, 500; planets,

59, 60; sun/stars, 50, 51, 52, 487;

and water, 59, 95, 112, 131, 469, 511

ozone layer, 99, 113-14, 478-79, 500-

501

Pacific, 202, 484; biodiversity, 85, 87;

exchange networks, 381-82, 402,

550044; extinctions, 199-200;

geology, 69; global warming, 461;

indigenous populations, 365; migra-

tions, 215, 285, 382, 483, 486, 498,

54M25; state formation, 280, 305;

world zone, 212-13, 280, 285, 293,

365, 382, 402, 473. See also Oceania

Pakistan, 294, 407-8, 417, 420-21,

424, 435, 437
palaces, 261

paleobotany, 217, 224
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Paleolithic era, 140-42, 177-202, 207-

10, 218, 242, 501-2; adaptation, 184,

190-91, 210, 215; Africa, 152, 156,

190-91, 193, 197, 200, 202; Ameri-

cas, 141, 170, 180, 191, 193, 195,

199-202, 501, 503; exchange net-

works, 178-79, 184, 187-90, 197,

201, 225-26, 233, 236, 291-93;

extensification, 190-91, 193, 197-

98, 202, 207, 210, 232-33; extinc-

tions, 141-42, 199-202, 474, 53in6i;

families and bands, 182, 187-89,

239-40; l* re stick farming, 194-95,

199, 202, 215, 254; hunting, 168,

178, 185, 196-97, 199, 225-26; in-

formation networks, 187-88, 197,

291-92, 308; lifeways, 185-90,

194-97, 224< 232-34' 243' 245- 279i

Middle, 178; migrations, 190-202,

207, 232, 307, 483, 485; pace of

change, 253, 441; population growth,

144, 197-99, 209' 210, 23 2 ; reli-

gions, 189-90, 319; transportation

revolutions, 307; Upper, 178-82,

186, 190, 195-98, 201, 209-45,

308

paleontologists: and bone fossils, 148-

49; dating techniques, 65, 495-96;

and eukaryotes, 114; and extinction,

142, 459; and human evolution,

145, 151, 154, 156, 158, 160, 178,

524M6; and origin of life, 94,

109

Paleozoic era, 58, 504
Pangaea, 58, 73-74, 130, 502

Pan-po village, 239

Panspermia, 97
Panthalassa, 73

paper, 95, 299, 309, 380, 411, 425;

money, 377, 380, 381; newspapers,

308

Papua New Guinea, 212-15, 238-

39, 284, 501-2; chiefdoms, 304;

domestication, 218, 221-22, 230;

irrigation, 258; languages, 184;

migrations, 165, 191

paradigms, 3, 34, 37, 67, 82, 91-92

parallax, 28-29

Paranthropus, 158, 163

parasitism, 103, 115-16, 251, 288,

312-15

parental groups, 249-50. See also

family groups

Paris: Hammurabi's law code, 296;

Pasteur's broths, 94
Parthian Empire, 299, 318, 340
Pasteur, Louis, 93-95
pastoralism, 215, 254, 279, 335-36,

369-70; Africa, 300; Afro-Eurasia,

256, 262-63, 285-86, 297, 300-

301, 336, 338-41; Australia, 233;

barbarians, 336; and domestication,

217-18; hinterlands, 289; Indo-

European languages, 285; modern
era, 348, 369; nomadic, 217, 256,

262-63, 286, 288, 328, 336; popula-

tion growth, 308-9; stateless, 284;

technologies, 215, 297, 308-9
patent laws, 395
patriarchy, 257, 263-65, 274, 287.

See also gender relations

pattern, 26-28, 42, 45, 505-6, 509.

See also complexity; order

peanuts, 218, 341, 382

peas, 218-20

peasants, 398-404, 41 1-16, 430;

commercialization, 369, 386-89,

398-402, 412-16; destruction of,

401, 414-15, 435, 452-54; gender

roles, 287; innovations, 308-9, 328,

367; landownership, 329, 388-89,

398-401, 414-15; local trade net-

works, 327, 398-99; migration, 368;

military actions, 336, 389; popula-

tion percentage, 403; productivity,

328-29, 416; taxes, 278, 378, 387,

400; today, 453; in tribute-taking

states, 288, 321-24; wage labor, 358,

388, 398-401, 404, 414-15, 418,

432; work, 348. See also farmers;

villages

Peebles, P. J.E., 33
Penzias, Arno, 33-34
periodic table, elements, 41, 50, 51, 60
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periodization, human history, 210-11

Permian period, 124, 504

Persia, 206, 214, 503; Abbasid Empire,

292, 299, 318, 323, 368, 431;

Achaemenid Empire, 298-99, 305,

307, 312, 317-19, 321, 327; Alexan-

der the Great, 298, 318; Athenian

city-states defeating, 373, 392;

disease, 315-16; domestication, 220;

dyeing techniques, 423; hub region,

298, 299, 315-16, 318, 370; Islamic

empires, 316, 318, 370, 371; lan-

guages, 285; Parthian Empire, 299,

318, 340; pastoralism and, 288,

338-39; roads, 307; Safavid Empire,

371; Sassanid Empire, 299, 316,

318, 370; secondary empire, 294;

Seleucid Empire, 318; Zoroastrian-

ism and Manichaeism, 319

Persian Gulf: city-state trade, 286;

climatic change, 232; exchange

networks, 269. See also Arabia;

Iraq; Persia

perspectivism, 6

Peru, 286, 307, 382, 394. See also Incas

pheromones, 251

Philippines, 371, 381

Phoenicia, 276-77, 321, 327, 329

phosphates, 97

phospholipids, 96, 98

phosphorus, 95, 462

photons, 25-26, 37, 53, 489, 491

photosynthesis, 110-12, 125, 498, 500;

eukaryotic, 114-17; free oxygen

produced by, 112, 116, 500; humans

co-opting, 140, 343; plants, 110-11,

121-22, 132, 140, 257

physics, 32; nuclear, 8, 24, 32-33, 82;

quantum physics, 5, 17, 35, 467;

work, 506-7

pigeons, 85, 87

pigment, 179, 181-82

pigs, 218-21, 224, 266, 399
plague, 315-16, 370; Black Death, 316,

334, 367, 380, 392, 503

Planck time, 27, 5i6ni6

planetesimals, 59, 60-62, 72

planets, 53, 57-64, 73, 80-81, 96-99,

498; artificial, 484; colonization of,

483-84, 491; dead, 488, 490; early

science on, 21; future of, 487, 488;

Jupiter, 49, 59-61, 96, 487; Mars, 50,

60, 64, 96-97, 460, 483; Mercury, 60;

Neptune, 59-60; Saturn, 59, 61, 64,

96; other solar systems, 57, 61, 486,

491; Uranus, 59; Venus, 60, 64, 96,

460, 487. See also asteroids; earth

plants, 132; classification, 120-22;

cyanobacteria ancestors, 111; domes-

tication, 217-24, 229, 230-31, 236,

237, 243, 255, 279, 341, 382-84,

399, 416; flowering, 106, 116, 122,

135, 222, 504; free energy rate

density, 81; multicellularity, 121-

23; number of atoms, 97; photo-

synthesis, 110-11, 121-22, 132,

140, 257; threatened, 142. See also

grain; horticulture; legumes; trees;

tubers

plate tectonics, 3, 67-75, 130, 135, 155,

508

Plato, 471, 509

Pleistocene period, 131-33, 163, 200,

207, 504

Pliocene epoch, 131-33, 154, 163, 504

Plotkin, Henry, 171

plow, 207, 238, 255-57, 285, 301, 367

Pluto, 59
Poland, 220

Polanyi, Karl, 429

police, 248, 427-30

pollution, 251, 460-61, 475, 479
Polo, Marco, 334, 368, 370, 375, 455
Polynesia: Easter Island (Rapa Nui),

262, 285, 472-75, 477, 481, 484;

exchange networks, 212, 381;

Hawai'i, 280, 285, 304-5, 384;

migrations, 215, 285, 473, 484, 486;

monuments, 262, 473-75; stateless

farming communities, 338; Tonga,

280, 285, 304-5; transportation,

285, 307, 484. See also Oceania

Pomeranz, Ken, 360, 386

Popol Vuh, 18
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population, 142, 209, 289, 451-52;

agricultural employment, 402-3,

41 }/ 453; allopatric speciation, 177-

78; cities, 267-71, 281, 295, 300,

3°3/ 325-26, 330, 331, 348-49, 368,

413, 498-99; defined, 133; Easter

Island, 262, 473, 474; foraging vs.

agrarian, 340; human environmen-

tal impact, 462; human per capita

energy consumption, 141; Middle

Pleistocene, 180; monumental
architecture and, 262, 302; in nega-

tive feedback cycle, 311, 536n8;

Paleolithic, 144, 185-87, 194, 197-

99, 201-2, 209, 210, 232; space

colony, 485; species, 133-35; and

state formation, 248, 251-52, 260,

267, 272, 279-81, 285, 499, 535n4;

stateless communities, 293; war-

related deaths, 457-58; world, 209,

344-45, 409. See also death rates;

Malthus, Thomas; migration; popu-

lation decline; population density;

population growth

population decline, 54M34; agrarian

era, 309-13; Americas, 312, 382,

55on47; disease and, 310-16, 331,

382; Europe, 409; future, 476; hap-

hazardness, 148; Natufian, 236;

species, 133-34; state predatory poli-

cies causing, 322 .See also extinction

population density: agricultural tech-

nologies and, 231-34; diet and, 218-

19, 223; energy input and, 254; ex-

change networks and, 207-8, 253,

286-87, 292-94, 352/ 361, 366-67,

389-90; foragers, 185, 223, 226, 232-

33/ 254/ 279/ 340; and inequalities,

259-60; Paleolithic, 185, 198-99,

201-2, 232; and sedentism, 208-9;

and social complexity, 207-8, 245-

49/ 259-60, 280, 498-99, 535n4;

social power and, 267, 319-20, 337,

498-99; and state formation, 248,

267, 272, 280, 285, 499; steppes, 339;
world, 198-99, 453. See also cities;

population growth

population growth, 141-44, 442-43,
54M34; agriculture and, 207-10,

225, 231-36, 237/ 253/ 254/ 383/ 398,

416-17, 432, 453, 461; China,

353-54/ 375/ 377/ 3«5/ 417; collec-

tive learning and, 147, 207, 253;

demographic transition, 342, 476;

and disease, 310-16, 330, 352, 382;

exchange networks and, 183, 233,

253, 268-69, 299-306, 315, 331,

352, 366-71, 382, 384-85, 402;

foragers, 208-9, 225, 226, 232-

35/ 243; future, 342, 475-77, 482;

Holocene era, 143-44, 198-99,

207-10, 232, 237, 243, 259, 267,

279-316, 352-53, 476, 501; Homo
erectus, 165; and innovation, 133-

34, 228-36, 253, 258-59, 306, 308-

3 1 / 352-57/ 362, 366-67, 384-86,

402, 482, 528019, 535n4; limitation

of, 186, 234, 241, 263, 348, 448, 476,

523n49; MIGODS formula, 133-

34; modern era, 144, 198, 209, 279,

342-57/ 362, 366-72, 380-89, 416-

18, 432, 451-52, 476, 503; over-

population, 190, 235, 301, 302,

311-

12, 352; and poverty in Asia,

385; and productivity, 267-69, 274,

283, 284-85, 293, 309, 416-17, 432,

443/ 447/ 45 2
/ 482; Rapa Nui, 474;

rhythms of change, 134, 309-12,

331-32/ 352-53/ 367 447; and

sedentism, 208-9, 226, 233-36, 237,

243; technological change and, 183,

197-98, 207-8, 231-34, 253, 259,

308-9, 312-13, 343-47, 402, 443;
world, 143, 198-99, 209, 259, 309,

312-

13, 315, 342-47, 442-43, 475-

77, 482. See also Malthusian cycles;

population density

Portugal, 383, 392, 394
postmodernism, 5i4n9

potatoes, 218, 221, 382-83, 417. See

also sweet potatoes

potlatch, 266

pottery, 195, 258, 268-69, 274, 281,

285/ 341/ 399
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power. See coercion, energy; military

power; social power; traction power

preadaptations, 153; agriculture, 225-

30, 236, 237, 243; modernity, 362-

63,391,423

prediction, 469-72, 481-82, 486-87,

490-91

prehistory, xvi, 8. See also beginnings;

fossils; paleontologists

prestige goods, 215, 241, 290-91, 341

prices, 327
priests, 248, 260-62, 265, 274, 287

Prigogine, Ilya, 509

primary producers, 110-11, 250-51,

286, 288, 323

primates, 125-27, 132, 149, 151-68,

497; classification, 121, 127; first,

127, 130, 135, 501, 504; meat eaters,

158, 162, 526n35; societies, 151,

158, 159, 187, 189, 526n35; tree-

dwelling, 125-26, 153-56, 163, 501;

violence, 189. See also hominoids;

monkeys

prime movers, 144-45, 353—63
primitive accumulation, 400-401

printing, 308, 376, 380, 392-93, 432

proconsul species, 153

Procopius, 316

production of goods and services, 385,

406-9, 444, 446, 452; growth rates,

412; overproduction, 352, 447. See

also industrial production; modes

of production

productivity, 242, 328-30; agricul-

tural, 207-10, 215, 242, 254-60,

267-68, 274, 328-29, 331, 343-

44, 367, 384, 412, 415-17, 432, 434,

442-43; modern era, 343, 346-47,

352-63, 371, 376, 385, 388, 401-

2, 412, 416-17, 421, 432, 434, 443,

447-57, 481-82; Net Primary Pro-

ductivity (NPP), 140, 343, 459;

population growth and, 267-69,

274, 283, 284-85, 293, 309, 416-17,

432, 443, 447, 452, 482; rising levels

of, 187, 215, 235, 268, 284-85, 322-

24, 328-30, 355, 357, 360, 416-17,

419, 423-24, 432, 434, 447, 456. See

also accumulation; innovation

profits, 358, 414-15, 418, 433, 446, 480

progress, 187, 442, 482

prokaryotes, 99, 113-17, 120-22, 132,

500, 504

proletarians, 413, 481. See also wage

labor

property, 239, 358, 428-29. See also

landownership

protectionism, 418, 424, 434, 447
protection rents, 288

proteins, 95-96, 98, 100, 102, 110;

dietary, 230, 261

Proterozoic era, 58, 112-17, 504

Protestantism, 354-55

proto-industrialization, 385, 388, 399,

418, 420

protons, 24-27, 33, 37, 43, 51, 489-90,

494/ 5°°/ 506-7

Ptolemaic universe, 6, 21-22

pulsars, 50-51

punctuated evolution, 93, 152, 358

Pyne, Stephen, 194

pyramids, 261-62, 280-81

Qing dynasty, 338, 455
quantum physics, 5, 17, 35, 467

quarks, 24-25, 27, 146, 506

quasars, 35, 47
quinoa, 221

quipu, irj-j

rabbit, 211, 459
radiation: adaptive, 125-27, 152-56,

163, 193-94; ultraviolet, 99, 114,

501. See also cosmic background

radiation

radiation era, 25-26, 5i6n22

radio, 308

radioactivity, 52, 62, 68, 71, 494-95

radiometric dating, 34, 65-67, 494-95

railways, 307, 421, 423, 432, 434
rainfall, 257, 281

randomness, 88-89, 92 / 100-101, 125,

149-50

Ranke, Leopold von, 1
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ranked lineages, 240-41, 260-61, 265-

66, 272-73, 280. See also elites

Rapa Nui (Easter Island), 262, 285,

472-75' 477' 481, 484
rats, 141, 223, 473
rebus principle, 276-77
reciprocity, 188-89, 265, 288. See also

gift-giving; mutualism

recycling, 476, 480
red shift, 28, 30-31

Rees, Martin, 80

regimes, 7, 505. See also complexity;

order

reindeer, 286, 340
relativity theory, 32

religions, 8, 20, 91, 289, 384, 501;

Buddhism, 21, 28, 299-300, 319,

339' 355' 37°' 375' 496; and capi-

talism, 354-55; Confucianism, 319,

3 25, 355, 374; creation myths, 2,

18, 21, 67-68, 82, 84-86, 90, 430;

disease and, 316; earth in, 57; ex-

change networks, 256, 286, 299-

300, 319, 370, 375, 393; Indian

subcontinent, 20, 299-300, 319;

kinship thinking, 189, 275; Mani-
chaeism, 319, 370; monumental
architecture and, 261-62, 289; and

mysteries, 21; Paleolithic era, 189-

90, 319; priests, 248, 260-62, 265,

274, 287; scientific thinking and,

350; shamanism, 18, 189, 265; social

power and, 265, 287-88, 289, 319,

430; specialists in, 263-64; and

underlying essence, 28; universal

religions, 206, 319; vodka in rituals,

387; writing, 275; Zoroastrianism,

19, 319, 370. See also cosmology;

gods; Judeo-Christian-Islamic

tradition

reproduction, 58, 79, 81-83, 86-88,

95, 118-24; algae, 129; bacteria, 82,

112, 129; DNA and, 95, 98, 100-

104, 113, 117, 500; domestication

and, 116, 216-17; early organic

molecules, 98; eukaryotes, 117;

fungi, 121; germ cells, 119; pro-

karyotes, 113, 117; species history,

133; and symbolic language, 173;

threatened species, 199; virus, 103,

107, 121. See also kinship; natural

selection; reproductive groups;

sexual reproduction

reproductive groups, 249-50. See also

family groups; villages

reptiles, 58, 106, 132, 135; archaeo-

pteryx, 89; earliest, 124, 504; extinc-

tions, 142, 199. See also dinosaurs

retinues, 272-73, 278, 294. See also

armies

revenues: commercial, 329-30, 372-

75' 378' 387, 392-97' 4°3' 413'

552n89. See also money; taxation;

tribute-taking societies and states

Rhine, 368

rhythms of change, 134, 309-12,

331-3 2 ' 352-53' 3 67' 447- See also

business cycles; Malthusian cycles

ribonucleic acid (RNA), 102-3 , 111 >

5i9ni4

ribosomes, 115-16

rice, 298, 300; Champa, 300; climate

and, 231, 461; crop productivity/

new strains, 258, 320, 367, 377, 384,

461; first domesticated, 218, 221;

New World introduction, 384; trade

networks, 300, 369
Rig-Vedas, 17

"rise of the West," 436
ritual, 168, 196-97, 215, 227, 261, 387
RNA (ribonucleic acid), 102-3, m<

5191114

roads, 307-8, 320-21. See also silk

roads

Rodinia, 58, 73
Roman Empire, 298-300, 317; atti-

tudes toward merchants, 325; epi-

demics and decline of, 316; ex-

change networks, 299, 300; Gothic

raiders, 329, 337-38; Holy Roman
Empire, 391; innovations, 328-29;

size, 318; steels, 259; technology,

320, 321; trade with steppes, 336.

See also Rome
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Rome (city): epidemics, 316; exchange

networks, 299, 300; food supplies,

418; size, 374; technology, 321;

transportation, 307, 321. See also

Roman Empire

Rose, Deborah Bird, 190

Rus'. See Russia; Ukraine

Russia, 206, 222, 329; cities, 368; com-

mercialization, 387, 388-89, 395,

396, 397, 437; exchange networks,

339-41; farming, 223, 301; foragers

coexisting with farmers, 223; Ice Age,

168, 202; industrial potential, 407-

8; Ivan the Terrible, 322, 397; litera-

ture, 395; Neanderthals, 168, 201;

nomadic dwellings, 196; pastoral-

ism, 256, 339-40; physicists, 32;

revolution, 334; Soviet/communist,

33A 344-45' 437- 455“57i space

technologies, 483; state formation,

285, 338, 368; tributary, 272-73,

387; Upper Paleolithic, 195-96.

See also Siberia; Ukraine

rye, 218, 285, 301, 329, 367

sacrifices, 189, 261, 265; human, 250,

262, 275, 297, 337. See also gift-

giving

Safavid Empire, 371

Sagan, Dorion, 34, 107, 111-14, 116,

122, 129, 250, 342
Sahara desert, 212, 215, 267, 269, 300,

337
-
3^ 370, 453

Sahlins, Marshall, 185-87

Sahul, 170, 191, 194, 197, 202, 501. See

also Australia; Papua New Guinea

salt, 312, 387, 398

San, peoples of southern Africa, 152

San Andreas fault, 71

San Lorenzo, 280

Santa Fe Institute, 3-4

Sargon, 294, 317-19, 327
Sarich, Vincent, 150

Sassanid Empire, 299, 316, 318, 370
satellites: artificial, 57, 70. See also

moons; planets

Saturn, 59, 61, 64, 96

scale, 2-11, 493, 496-97, 502-3, 505,

509-11; earth, 58; exchange net-

works, 360-63, 381, 390; geological

timescale, 65, 163, 207, 503-4;

human evolution, 138; human
history, 170, 210, 462-63; living

organisms, 81; universe/cosmos, 16,

17, 23, 29, 31, 32, 39-45, 53-55, 57,

506, 508, 5i6ni6. See also timelines

Scandinavia, 211. See also Vikings

scavenging, 149, 158, 162-63. $ee a ^so

foragers

Schrodinger, Erwin, 5, 79-80

science, 279, 350, 355, 431-32; and

creation myths/origins, 6, 11, 20,

21-23, 82, 506; exchange networks,

370-71, 393-94; innovations, 419,

424, 432, 434, 438; instrumental-

ist/realist debate, 5i4ni5; mathe-

matics, 277-78, 299-300, 321, 329,

371. See also archaeology; astron-

omy; biology; chemistry; cosmol-

ogy; ecology; geology; physics

scribes, 260, 274, 277

Scythians, 301, 339
sea. See oceans

sea crossings: migratory, 165, 180,

191-94, 232, 285, 307, 483, 486,

54in25. See also navigation

seafloor, 69-70; archaebacteria, 99-

100, 109-10, 128, 52on2i; oceanic

crust, 63, 70-71; vents, 99-100,

109-10, 486, 508, 52on2i; volca-

noes, 63, 70, 99-100, 109-10, 298,

486, 508

sea level, 194, 211, 212, 232, 461

sea squirts, 92

secondary products revolution, 253-

58, 281-82, 306-8, 331. See also

domestication; pastoralism

sedentism, 186, 196, 207, 217-18, 223-

37, 501; and disease, 186, 224-25,

234; foragers, 225-26, 228-37,

240-41, 243, 268; and inequalities,

240-41; Mesoamerica, 280-81;

pastoralist exploitations, 262, 286;

and population growth, 208-9,
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sedentism (continued)

226-27, 233-36, 237/ 243; trap of,

235-38, 242, 280, 501; warfare, 262-

63. See also farmers

seismographs, 65-66

serfdom, 359. See also slaves

Service, Elman, 240

sewage, 321, 368

sexual reproduction, 58, 108, 117, 144,

500; contraception, 241, 263, 348,

448, 476; gender roles, 257; genetic

inheritance, 92; hominines, 151,

158-59, 162, 166, 173; Mendel on,

92; modern attitudes, 349. See also

family groups; gender relations

Shaffer, Lynda, 299, 371-72
shamanism, 18, 189, 265

Shang dynasty, 272, 297, 317-18

Shapin, Steven, 393
sheep, 141, 216, 218-20, 236, 286, 338,

395/ 400

shellfish, 181, 232, 233

Sherratt, Andrew, 233, .255-57, 268-

69z 39°/ 393
shifting/swidden cultivation, 253-55,

257, 280-82, 336, 453
ships. See boats/boatbuilding;

navigation

Siberia, 106; commercialization, 387,

402; end of Ice Age, 211-12; ex-

change networks, 336, 340-41, 368;

foragers, 284, 336, 340-41; Paleo-

lithic, 141-42, 152, 180, 185, 191,

195-96, 198, 200, 202, 483, 501;

pastoralism, 215, 286; towns, 368
silicates, 60, 62-63

silicon, 50-52, 60

silk, 291, 325, 336, 374, 377, 419, 423,

425

silk roads, 286, 299, 315, 319, 328, 394
Silurian period, 123-24, 132, 504
silver, 51, 258, 272-73, 295, 326-27,

381,385,390,394,396
Sima Qian, 374
Simmons, I. G., 195

Sinkiang, 215, 299

skeletons, 122-23, 148-49, 223-24;

Lucy, 149, 156, 157. See also

skulls

skepticism, 393-94
skulls, 81, 148-49, 156-57, 191, 196
slaves, 248, 257, 359; agrarian civiliza-

tions, 263, 274-75, 288, 336-37;

ants, 251; controlling, 263, 420;

energy source, 263, 536021; nomad-

ism, 274; trade, 300, 336, 337, 349
smallpox, 224, 316, 365, 382-83

Smith, Adam, 129, 355-57, 361, 363,

366, 385-86

Smith, Bruce, 216, 238

Smith, John Maynard, 108

Smolin, Lee, 20, 46, 51706
social complexity, 245-53, 283, 501,

506; agrarian civilizations, 286, 288;

brain size and, 166-67; extensifi-

cation and, 190; future, 488-89;

hierarchy, 259-71, 274, 275, 289;

Homo habilis, 162—63; language

groups, 285; modern era, 347;

Neanderthals and, 168; population

density and, 207-8, 245-49, 259~
60, 280, 498-99, 53504; sedentism

and, 240-41, 280; time sense for

coordinating, 278, 51505. See also

class relations; regimes; social

groups; social structure

social groups, 249-51, 279; Holocene,

207-8; hominine, 166-68; inequal-

ity, 260-61; insects, 118, 251-52,

281-82, 504; living organisms, 108;

Paleolithic, 185-89; primate, 158-

59, 182; social structure theories,

357-60; tribes, 240, 249-50. See

also bands; class relations; family

groups; leaders; reproductive

groups; social complexity; social

power

socialism, 358, 448-49. See also

communism
social organization: scales of, 249-50,

279. See also social groups; states

social power: consent-based, 264-67,
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273, 278, 282, 288, 5371124; gender

roles, 158, 263-64; Homo habilis,

162; population density and, 267,

319-20, 337; primate, 158; state for-

mation, 248-51. See also coercion;

hierarchy, social; inequalities; law;

military power; state power

social structure: early hominine, 151-

52; as source of innovation, 357-60,

363, 386, 402-3, 411-18, 424-26.

See also social organization

Soffer, Olga, 196

solar energy. See sunlight

solar nebula, 59, 61, 67

solar system, 16, 56, 57-73, 500, 502,

504; comets, 60, 63-64, 72, 96; disk,

45, 59, 60, 73, 487; energies, 53, 508;

future, 486-91; materials for life,

96-97; other solar systems, 57-61,

486, 491; patterns, 26-27; Sun as

largest object in, 41; supernova

explosion before, 495. See also

moons; planets; stars; sun

solar (T Tauri) wind, 60, 62, 73
soldiers, 336, 338, 389. See also

warriors

Song dynasty, 334, 375; agricultural

innovation, 320; exchange networks,

299-300; Industrial Revolution/

commercialization, 374-80, 387-

88, 397, 403, 410, 431-32, 549031;

urbanization, 368

sorghum, 218, 221, 300, 453
South America, 473; agrarian civili-

zations, 303-4, 341; Chile, 87, 193;

Darwin, 86-87; domesticates, 221,

341; early agriculture, 220; ex-

change networks, 212, 402; foragers,

284, 340; forests, 211; geology, 69,

70, 71, 73; language, 215; stateless

communities, 284, 341; wealth gap,

452. See also Peru

Southeast Asia: Holocene, 258, 284,

294, 299-300, 319, 327; Indonesia,

153, 164, 194, 212, 218, 284, 341,

364; modem era, 337, 338, 341, 369-

72, 375, 385, 394; Philippines, 371,

381; Vietnam, 300, 377
Southernization, 299, 371-72

Southwest Asia, 218-21, 236, 256,

269, 299, 371, 380, 444. See also

Middle East

Soviet Union, 334, 344-45, 456.

See also Russia

soybeans, 443
space, 17, 22-23, 2 b/ 37/ 96-97, 104,

497
space-time, 41-42, 270-71, 291

space travel, 307, 483-85, 503;

artificial satellites, 57, 70

Spain, 319, 381, 392, 394, 396
spears, 181, 196, 227, 229, 233, 340
specialization, 234, 260-67, 281, 355-

56, 376, 543n59. See also division

of labor

species, 140-43, 500; defined, 83,

120; evolution, 82-83, 85-93, 104,

177; histories, 133-35, 31V over-

exploited, 133-34; threatened, 142,

199-200. See also creation myths;

extinctions; taxonomy

spectrometer, 30

Spencer, Herbert, 82

spice trade, 299

Spier, Fred, 4, 7, 12

spinning, 263, 346, 399-400, 418-21

spirits, 189-90, 350. See also God;

gods; magic; religions

sponges, 118, 121-22, 251

sports, 241-42

spreading margins, tectonic, 70

squash, 218, 222, 228, 382

Stalin, Joseph, 437, 456
stars, 7, 16, 28-37, 39-56; ahus aligned

with, 474; cities compared with,

270; dead, 48-52, 56, 489, 490; early

scientific views, 21, 22, 23; first, 41,

43-45, 56, 496-98, 500, 502, 5i7n3;

first and second generation, 45, 52;

formation, 43-46, 55-56, 145, 148,

245, 487, 497-98, 508, 5i7n3; free

energy, 81, 508; future, 486-89; life
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stars (continued)

histories, 48-52, 139; living orga-

nisms compared with, 79-80, 107;

neutron, 50-51, 488, 490; number

in universe, 37, 39, 54, 503; oldest

known, 45, 496; patterns, 26-27,

505; planets of other, 486; travel to,

484; variable, 28-29, 31-32, 44
state formation, 245-52, 259, 271-81;

Afro-Eurasia, 280, 294, 299-301,

337-38; agriculture and, 245-49,

281, 336, 499; bottom-up theories,

251-52, 264; and monumental

architecture, 261, 280, 289; Pacific,

280, 305; patriarchy and, 257; popu-

lation and, 248, 251-52, 260, 267,

272, 279-81, 285, 535n4; top-down

theories, 249-52, 260, 264

state power, 252; based on coercion,

271-74, 278; based on consent, 273,

278, 282, 288, 537n24

states, 7, 141, 170, 274-80; accumu-

lation sources, 316-25; areas con-

trolled by, 317-19; capitalist, 305,

403-4, 429, 446-47, 502; chronol-

ogy, 294; commercialization, 394-

97, 403-4, 412-14, 418, 425; defi-

nitions of, 272-73, 499, 538035;

early agrarian era and, 211, 237;

first, 243, 245-52, 271-74, 2841. 294,

300-301, 317, 338-39, 499, 501;

hub regions, 291-92, 318-19; and

innovation, 306-7, 316-24, 331,

352, 366-67; law, 320, 358, 427,

428, 429; mercantile, 327, 329-

30, 372-73, 392, 394-95; modern,

273- 336/ 347- 358- 426-31- 433-

437-38, 499; pastoralist, 339.

See also bureaucracy; city-states;

empires; state formation; state

power; tribute-taking societies

and states

status, 287. See also social power

steady state theory, 20, 35
steam engine, 334, 346-47, 411, 499;

evolution, 419-23; industrial, 116,

353, 412, 418-22, 433, 437; thermo-

dynamics, 506; transportation, 307,

421-22, 423, 432, 434-35
steamships, 307, 432, 434-35
steel, 259, 302, 433
Stengers, Isabelle, 509
Steno, Nicholas, 67-68

steppes: burials, 261-63; exchange

networks, 297, 300, 301, 336, 339-

40, 368; first human migrations,

191; first settlements, 256; forests

migrating into, 211; global warm-
ing, 231; horse riding, 256, 306, 325,

336, 339; hunting, 195, 231; Ice Age,

191, 195, 211; Miocene epoch, 130;

Mongol Empire, 339; pastoralism,

215, 256, 262-63, 286, 297, 301,

336, 338, 339-40; Sahara, 215, 267;

traditional farming communities,

300-301; warfare, 262-63, 29°- 301,

3 25- 336- 339- 340
Stone ages: Later, 179; Middle, 179,

181; New, 209; Old, 140. See also

Neolithic era; Paleolithic era

Stonehenge, 261, 277

stone tools: exchange networks, 233;

grindstones, 179, 181-82, 228;

human evolution, 149, 159-64, 168;

Mesolithic, 228-29; Neolithic, 209,

254; Paleolithic, 168, 181-82, 226,

279
storytelling, 197. See also narrative

stromatolites, 58, 111, 117-18, 251

strong nuclear force, 24, 26, 37, 148, 494
Strum, Shirley, 146

subduction margins, tectonic, 70

suboceanic ridges, 70

Sudan, 214, 229, 294-95, 298-300

sugar, 96, 299, 350, 384, 386, 388, 418

sulfur, 52, 95, 99, 462

Sumer, 246, 275, 281, 295; artisans,

418; ecological damage, 312; Eridu

period, 237, 246, 261-62, 304; ex-

change networks, 297, 390; farming,

269; first states, 294; irrigation, 271,

295, 312; metals, 258, 320; warfare,

320, 396; writing, 276

sun, 16, 53, 55; death, 50, 53, 487, 491,
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502; distance from earth, 55; early

science on, 21; earth orbit of, 28, 29,

40; eclipse, 42; elements produced

by, 49-50; formation, 52-53, 57-60,

62, 68, 73, 494, 498, 500, 502; free

energy, 81, 110, 113, 508; future,

487, 491, 502; god, 57, 296; gravity

and, 52, 53, 59, 73, 487; interior, 25;

life-sustaining, 52; mass, 37, 41-42,

50-51, 487; Milky Way position,

40; orbit, 45-46; Ordovician era,

122-23; ozone layer protection, 99,

500-501; size, 41, 49-51, 53; stars

close to, 42; temperature, 63-64,

68, 81, 128, 358, 460, 487, 494, 497,

508; T Tauri (solar) wind, 60, 62, 73;

water evaporation, 506-7; weight,

37, 41. See also solar system;

sunlight

sunflower, 222

Sungir, 196

sunlight, 55, 110-13; agricultural

impacts, 242; atmospheric impacts,

460; cell energy from, 135; DMS
and, 128; food chain and, 218; in

fossil fuels, 52, 110-11, 346, 412;

humans co-opting, 140, 343; plant

competition for, 217; prokaryote

energy from, 99, 121; skin expo-

sure to, 155; Venus, 64. See also

photosynthesis

supercontinents, 58, 73, 130

supernovae, 16, 35, 50-53, 55-56, 62,

7:1-72, 495, 500

surpluses, 240, 259, 271, 288

sustainability, 463, 475-80, 482-83, 490

sweet potatoes, 212, 218, 341, 383,

473. See also yams

swidden/shifting agriculture, 253-55,

257, 280-82, 336, 453
symbiosis, 250, 288; capitalist-

proletariat, 446; domestication,

216, 255; evolution of life, 103,

114-18, 123, 129; fire, 194-95;

merchant-government, 396.

See also mutualism

symbolic language, 112, 124, 527^;

for beginnings, 18; early human,

145-48, 152-53, 164, 167-68, 171-

90, 201-2, 501. See also collective

learning

synergy, 528ni8; collective learning,

183-84, 191; defined, 528M8;

between disciplines, 9; exchange

networks, 183-84, 325, 357-58,

360-65, 370, 402, 543059; of

symbiosis, 116

Syria, 220, 229, 236, 327

Szathmary, Eors, 108

Taagepera, Rein, 304-5, 317

Tang dynasty, 299-300, 316, 327,

375-76

Tanzania, 159

taro, 218, 230, 473
Tasmania, 212

taxation, 272; calendars, 278; coercive,

274, 278, 322, 323, 336; consump-

tion and commercial, 387, 392; fossil

fuels, 480; future, 480; land, 373,

374-75' 378 ' 3 87“88 ' 413; light,

320, 323-24, 329; modern era, 452,

456; monetization, 381, 386, 398;

rural lifeways, 278, 378, 387, 400,

452; vodka, 387, 552089; warfare

support, 427. See also revenues

taxonomy, 84, 120-22

tea, 350, 369

technological change, 143-44, 22 9'

281-85, 293; climatic change and,

231; hominines, 165, 184, 201-2;

impact on biosphere, 199-202, 207,

229, 234, 242-43; modern era, 54,

279, 306-7, 343-47' 35 2 ' 358 ' 376-

78, 384, 418-26, 432-38, 442-44;

Neolithic, 234; Paleolithic, 190-91,

194-202; population growth and,

183, 197-98, 207-8, 231-34, 253,

259' 3o8_ 9' 312_1 3' 343-47 402 '

443; positive feedback loop, 253,

536n8; secondary products revo-

lution, 255-57. See also accumula-

tion; industrialization; innovation;

technologies
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technological drift, 312

technologies: classification, 279; collec-

tive learning and, 183-84; early

agrarian era, 207-8, 238-39, 279,

331; exchange networks, 339,

370-71; foraging, 151-52, 232, 234;

Paleolithic, 152, 164, 179-81, 194-

202, 232-33, 279; and social struc-

tures, 358. See also agricultural

technologies; communication tech-

nologies; domestication; lifeways;

metals/metallurgy; technological

change; tools; transportation

tectonics. See plate tectonics

teeth, 148, 158

Tehuacan, 221, 247

telephone, 308, 346, 433, 456
telescopes, 29, 35, 61, 441
television, 252, 308

temperatures: CBR, 33-34, 43, 81,

508; on earth, 128, 130-32, 231,

460-61, 498; earth's internal heat,

52, 487, 494, 508; sun, 63-64, 68,

81, 128, 358, 460, 487, 494, 497, 508;

universe, 81, 497, 500, 507-8. See

also climate; global warming; ice

ages

temples, 261-62, 270, 288, 326, 337
Tenochtitlan, 247, 302-3

teosinte, 221, 230. See also maize

Teotihuacan, 247, 301-3, 338
termites, 118, 145, 160, 251, 260, 265,

281

textiles, 392, 425; agrarian regions,

258; consumption, 386; mechanized

production, 346, 377, 419-21, 423,

434; prices, 434; rural domestic pro-

duction, 385, 399; Southernization,

371; spinning, 263, 346, 399-400,

418-21; and urbanism, 537030;
wool, 255, 388, 395, 399, 417, 424;

world system, 423, 424. See also

cotton; silk

thermodynamics, laws of, xvii, 22, 42,

45/ 79-80, 350, 488-89, 506-11

third world, 435-36, 449-50, 476
Thomas, Lewis, 251

Thompson, William (Lord Kelvin), 68,

494
Thorne, Alan, 176

Tigris, 237, 257, 267, 269, 275, 295
Tilly, Charles, 273, 349, 391, 396, 404,

426-28

time, 19-20, 37; calendars, 252, 278,

281, 321, 349-50; clock, 348, 395;

creation, 22-23, 26; Dreamtime/

Dreaming, 3, 20, 197, 515010; leisure,

186; maps of, 3, 11, 514015, 516M6;
modern era, 348-50, 441, 51505,

545023; Planck, 27, 516016; social

complexity coordination, 278, 51505;

space-time, 41-42, 270-71, 291. See

also chronology; dating techniques;

evolution; future; timelines

timelines, 3, 8, 20, 493-504; geological

timescale, 65, 163, 207, 503-4; illus-

trated, 16, 58, 106, 126, 138, 170,

206, 334. See also chronology; scale

tin, 258, 295, 320, 543065
Titan, 96, 487
tobacco, 218, 341

tomato, 382

tombs. See burial

Tonga, 280, 285, 304-5

tools, 279; bipedalism and, 144-45;

and brain size, 166, 167; fossil evi-

dence, 148-49; hafted, 178-79, 181,

227; Homo ergaster, 163-64; Homo
habilis, 159-63; iron, 285, 388;

Levallois or Mousterian, 165, 168;

Neanderthal and modern human,

201; Paleolithic, 178. See also stone

tools; technologies

totemism, 189

towns, 141, 207, 239, 249, 262, 267-72,

289. See also cities; urbanization;

villages

traction power, 140, 230, 255-56, 365,

421

trade, 356, 543061; accumulation and,

321; Afro-Eurasian seaborne, 299-

300, 327-28, 368, 370, 375, 378-81,

413; agrarian civilizations, 298-302,

308, 326-30, 336-41, 372; commer-
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cialization and, 373, 375, 378-79,

385-86, 413; donkey caravans,

543n65; early agrarian era commu-
nities, 241; exchange networks and,

188, 233, 269, 295, 308, 326-30,

369-72, 380-81, 385; lifeways and,

183; Mediterranean, 286, 295, 299-

300, 327, 337, 369-71, 389-91;

Mesoamerican, 281; Mesopotamian

maritime, 269, 275, 286, 294; Papua

New Guinea, 284; peasant local

networks, 327, 398-99; population

growth and, 309; slave, 300, 336,

337, 349; stone tools, 227; urbaniza-

tion and, 309, 330, 368-69. See also

commerce; exchange networks;

merchants; reciprocity

transportation, 306-8, 329, 436, 499;

airplanes, 307, 346, 411, 441, 443;

automobiles, 443; bicycle, 432;

camels, 255, 286, 300; carts, 255-

56, 421; chariots, 256, 297, 331;

courier systems, 307-8, 346;

demand, 425; and empires, 318;

energy consumption, 141, 347;

horses, 256, 306-7, 325, 331, 336,

339, 346; industrialization, 432-

35; information exchange and, 184;

internal combustion engines, 307,

443; modern forms, 441; railways,

307, 421, 423, 432, 434; space, 57, 70,

307, 483-85, 503; steam engine, 307,

421-22, 423, 432, 434-35; traction

power, 140, 230, 255-56, 365, 421.

See also migration; navigation;

roads

trees, 135; dwellings for mammals,

125-26, 153-56, 163, 501; eucalyp-

tus, 199; first seed-bearing, 123,

124, 504; number of cells, 119;

swidden cultivation, 254. See also

forests; fruit; wood

trends, 472, 475, 482, 491

trepang, 212, 341

Trevithick, Richard, 421

Triassic period, 124-25, 132, 504
tribes, 240, 249-50

tribute-taking societies and states,

278-82, 284, 287-89, 318-31, 356-

61, 403-4, 501; British, 401, 403,

414, 455; coercion, 278-82, 288,

289, 322-23, 376, 448; commer-

cialization, 325, 329-30, 372-80,

386-89, 391-92, 394-95, 437;

destruction of, 454-57; early states,

272-73; elites, 288, 322-25, 328,

336, 373, 395; European political

revolution and, 426; and innova-

tion, 318-24, 356-59, 361, 374-80,

389; kin-ordered, 278, 287-88, 358;

"macro-parasites," 313-15; modern

state and, 429-30, 448; patriarchy

and, 257; warfare, 281, 288, 320-23,

329-31, 373, 396-97, 426, 501; Wolf

on, 278-80, 282, 287-88, 358, 455.

See also taxation

Tripolye culture, 241, 262-63

Trotsky, Leon, 359
TTauri (solar) wind, 60, 62, 73

Tuareg, 300

tubers, 162, 185, 194, 228. See also

potatoes

Tula, 247, 338
tundra, 191, 211, 232

Turkana, 156, 158

turkeys, 218, 220, 230, 423

Turkic languages, 215

turnips, 416

Ukraine, 206, 301; agricultural villages,

241, 262-63; foragers and farmers

coexisting, 223; horticulturalists,

239; Paleolithic, 168, 191, 196, 226;

state formation, 338
ultraviolet radiation, 99, 114, 501

unemployment, 359
uniformitarianism, 68

United Kingdom. See Britain

United States: Alaska, 212; body

evolution, 447-48; California, 184,

189; CFCs, 478, 479; Civil War, 429,

434; consumer capitalism, 446;

cotton gin invention, 41 1; failed

predictions, 469; income per capita,
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United States (continued)

449, 450; Indian wars, 454; indus-

trialization, 433-34; industrial

potential, 407—8, 436; life expectan-

cies, 348, 450; physicists, 32; and
violence, 545^4; war of indepen-

dence, 334. See also Amerindians

"universal Darwinism" theories, 20,

46, 5i7n6

universal religions, 206, 319
universe: age of, 31-32, 35, 496-97,

5i6ni5; black holes, 20, 46-47, 330,

488-90, 508, 51706; future, 487-90,

502; heat death of, 507; inflation, 24,

27' 54' 497' 500; origins, 2, 7, 16-38,

500; Ptolemaic, 6, 21-22; scale, 16,

17, 23, 29, 31, 32, 39-45, 53-55, 57,

496-97, 506, 508, 5i6ni6; tempera-

tures, 81, 497, 500, 507-8. See also

cosmology; expansion of universe;

galaxies; solar system

unpredictability, 467-69, 481, 490-91
Ur, 237, 246, 274-75
Urals, 222, 301, 340
uranium, 51, 101, 495, 500
Uranus, 59
urbanization, 267-72, 300-309, 316,

324-31; Afro-Eurasian trends, 326;

modern era, 348, 368-69, 375, 380,

425/ 451 / 453, 476. See also cities

Urey, Harold, 95-96, 98-99
Uruk, 237, 246, 269-70, 275-76, 278, 286

vacuum, 18

vacuum energy, 35, 48, 488, 496,

5i7n2. See also dark energy

Vavilov, N. I., 224, 230

Venice, 329, 373, 395
Venus, 60, 64, 96, 460, 487
Venus figurines, 197
vertebrates, 106, 121-24, 132, 5°4
Vietnam, 300, 377, 458
Vikings, 212, 301, 370, 392
villages, 141, 218, 222-51, 498;

agrarian civilizations, 287-88, 336;

agricultural employment, 403;

commercialization, 374; consent-

based power, 264-67; disease, 330,

336-37/ 382; dwellings, 241, 262,

337; early agrarian era, 207, 236,

245/ 269, 274; Easter Island, 473-

74; family groups, 239-41, 249;

households, 239-40, 245, 251, 269,

287, 336; land degradation, 453-

54; Mesoamerica, 280-81, 301-2;

Mesopotamia, 259, 262, 267, 274;

protection in warfare, 270, 288;

social hierarchy, 240-41, 262-63,

287, 337; and towns, 269-72; Upper
Paleolithic, 196; vodka, 387; wage
labor, 402-3, 414-15, 424; Wigston
Magna, 414-15. See also peasants;

towns

violence: among tributary elites, 322-

23; on foragers, 454; inequalities

and, 262-63, 457; modern era, 347,

349< 358' 448, 545n24; Paleolithic

groups, 188—89; state lack of power
over, 274. See also coercion; warfare

viruses, 97, 101-3, 107' 112, 121, 223,

250, 320, 446
Vladimir, Prince, 272-73, 301
vodka, 387, 552089
volcanic glass (obsidian), 113, 233,

241, 260, 269, 281, 302
volcanoes: australopithecine foot-

prints, 156; early earth's surface,

63, 72, 113; Easter Island materials,

473, 474; plate tectonics, 67, 68, 71,

72-73, 235; seafloor, 63, 70, 99-100,

109-10, 298, 486, 508

Wagadu, 300

wage labor, 415; capitalism, 358-60,

398-404, 428, 437, 446, 542052;
foragers' work compared, 186;

modern era, 348, 386-89, 398-404,

423_I5' 418, 420, 424, 432; pre-

industrial Europe, 398-99; urban,

424; women's, 448
Wallace, Alfred, 199, 519^
Wallerstein, Immanuel, 289-90
walls, 239, 242, 269, 275, 288, 294-95,

320, 339. See also fortifications
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warfare, 245; and accumulation, 320;

agrarian civilizations, 248, 287,

310, 316, 322-23, 325, 329, 330-

31, 339; American Civil War, 429,

434; American war of indepen-

dence, 334; Amerindian, 454; ants,

251; biological, 482; captives, 274,

275; chariots, 256, 297, 331; cities

managing, 271; city-states, 297, 373;

commercialization and, 373, 391,

394, 396-97; deaths, 457-58; early

agrarian era, 241-42; Easter Island,

473-74; fortifications, 242, 262, 269,

271, 275, 278, 320, 397; futurology,

472; global exchanges and, 402;

guerrilla, 454; gunpowder, 365, 377,

380, 397, 421, 426; horses in, 286,

323, 325, 331, 339; industrialization

of, 402, 426-27, 429, 434, 454, 457-

59, 481; inequality and, 262-65;

Mesoamerica, 280-81; Muscovite

"Time of Troubles," 322; naval, 384,

397; nuclear, 458, 482, 501; Opium
Wars, 455; Paleolithic, 188-89; Pas

“

toralists, 286, 301; political revolution

and, 426, 427; population rhythms

and, 310, 311; Punic Wars, 298;

secondary products revolution, 256;

spending on, 329, 397, 427; state

formation and, 278, 280; stateless

farmers, 284; tribute-taking societies

and states, 281, 288, 320-23, 329-

31, 373, 396-97, 426, 501; villagers'

protection from, 270, 288; world

wars, 69, 334, 436, 440, 444, 458,

472, 503. See also soldiers; warriors;

weapons

warriors, 261, 265, 267, 311, 339, 373.

See also soldiers

water, 59, 260, 469, 511; agricultural

supplies, 231, 233, 235, 242, 257,

259; city supplies, 271, 321; and

climate, 130-31; earth's atmos-

phere, 64, 95, 128, 129; earth's sur-

face, 63, 64, 72; energy, 346, 506-7;

ice, 24, 59, 131; and origin of life,

97-98, 109; oxygen and, 59, 95,

112, 131, 469, 511; in photosynthe-

sis, 110, 112; scarce/unsafe supplies,

347' 452 ' 460, 461, 462, 475, 523n49;

in space, 96; vapor, 25, 59, 63, 64,

96, 128, 129, 506-7. See also canals;

floods; irrigation; navigation; oceans;

steam engine

Watson, James, 92

Watt, James, 421-23, 425-26

weak force, 494
weapons: Afro-Eurasia, 258, 262, 297;

agrarian civilizations, 297; agrarian

era, 241-42; arrows, 229, 276, 341;

biological, 481, 482; commercializa-

tion and, 543-441172; foraging com-

munities, 341; gunpowder, 365, 377,

380, 397, 421, 426; modern, 347,

349' 353 ' 396' 429' 434~35 ' 457
“
59i

spears, 181, 196, 227, 229, 233, 340;

tribute-taking states, 320. See also

bombs; guns

weaving, 195, 263, 346, 399-400, 411,

418-20

Weber, Max, 354-55
weeding, 217, 225, 238, 242

Wegener, Alfred, 68-69, 7I_72

welfare, 260-61, 348. See also health;

living standards; nutrition

Wenke, Robert, 259

Westernization, 299, 371, 409-10

West Indies, 418

whales, 90

wheat, 218, 220, 230, 268, 297, 312,

384; einkorn, 220; emmer, 220

wheel, 297, 307
white dwarfs, 50-51, 487
White Temple, Uruk, 269-70

Wickramasinghe, Chandra, 97
Wigston Magna, 414-15

Wilkinson Microwave Anisotropy

Probe (WMAP), 34, 43, 496
Wilson, Alan, 150

Wilson, E. O., 4, 165

Wilson, Robert, 33-34

wine, 369

WMAP (Wilkinson Microwave

Anisotropy Probe), 34, 43, 496
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Woese, Carl, 121

Wolf, Eric, 335-37; kin-ordered

societies, 187, 278, 358; tribute-

taking societies and states, 278-

80, 282, 287-88, 358, 455
Wolpoff, Milford, 176

wolves, 218-19, 242

Wong, R. Bin, 360, 362, 388

wood: boats, 341; British shortage,

353; in buildings, 196, 253, 353,

474; domestic industries, 399;

firewood, 346, 369; industrial

energy, 353; tools used with,

162, 229; trade, 275, 388; village

production, 287. See also trees

wool, 255, 388, 395, 399, 417, 424
work: foragers and meaning of, 186-

87, 348; future, 469; in physics,

506-7. See also energy; labor;

thermodynamics

world history, 364; ancient, 283;

economic revolution, 410, 414;

European Age, 385; exchange

networks, 289-90, 296, 381, 393,

527m 7; Jaspers, 319; modern, 351,

369, 393; new subdiscipline, 4;

rhythms of change, 309; South-

ernization, 371. See also global

history

world population, 209, 344-45, 409;

density, 198-99, 453; growth, 143,

198-99, 209, 259, 309, 312-13, 315,

342-47, 442-43, 475-77, 482

world systems, 249-50, 289-90, 361-

62, 503; agrarian civilizations, 295,

297; capitalist, 290, 361-62, 423,

425, 481, 483; commercialization,

369-70; diseases, 315; global, 308,

361-62, 381, 384, 404, 406-7, 411-

12, 420, 423-24; innovations, 324-

25, 378; linking of, 304, 381, 393-

95, 401; Mesoamerican, 302, 304;

religions, 319. See also empires;

global system; world zones

world wars, 69, 334, 436, 440, 444,

458, 472, 503

world zones, 210, 212-15, 258, 304;

Afro-Eurasia as largest and oldest,

220; agriculture appearing, 223,

226-27; Americas as distinct, 301;

domestication, 221, 253, 365;

exchange networks, 290-91, 295-

97, 306-8, 339, 364-66, 380-82,

390-91, 401-2, 502; intensification,

226-27, 253' 255/' modernity, 365,

366-67; Pacific, 212-13, 28o, 285,

293, 365, 382, 402, 473; population

growth, 313; unification of, 364-

65, 390, 499, 502. See also Afro-

Eurasia; Americas; Australia; Papua

New Guinea; world systems

Wright, Robert, 188, 212, 283

Wrigley, E. A., 346, 354
writing, 252, 308, 501, 503, 538n47;

agrarian civilizations, 289, 308;

alphabetic, 276-77, 305, 308, 321,

329; cuneiform, 276-77, 327; Easter

Island, 474; Harappan, 295; hiero-

glyphs, 276-77; origins, 275-78,

281, 308; printing, 308, 376, 380,

392-93, 432; scribes, 260, 274, 277;

secondary products revolution, 307;

Southernization, 371; state forma-

tion and, 274, 275-78, 280, 281.

See also literature

Xian, 239, 374

yams, 218, 228, 266-67, 473- See also

sweet potatoes

Yangtze, 221, 232, 297
Yellow River, 221, 232, 257, 294, 297,

367
Yuan dynasty, 378
Yucatan Peninsula, 125, 302, 382

Zagros Mountains, 220, 237, 246

Zheng He, 337, 378-79, 391, 541^5
Zhou dynasty, 297, 374
Zhoukoudian cave, 164

ziggurats, 261, 269-70

Zoroastrianism, 19, 319, 370
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